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Abstract
Realizing unrealistic faces is a complicated task that requires a rich imagination and comprehension of facial structures. When
face matching, warping or stitching techniques are applied, existing methods are generally incapable of capturing detailed
personal characteristics, are disturbed by block boundary artefacts, or require painting-photo pairs for training. This paper
presents a data-driven framework to enhance the realism of sketch and portrait paintings based only on photo samples. It retrieves
the optimal patches of adaptable shapes and numbers according to the content of the input portrait and collected photos. These
patches are then seamlessly stitched by chromatic gain and offset compensation and multi-level blending. Experiments and
user evaluations show that the proposed method is able to generate realistic and novel results for a moderately sized photo
collection.
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1. Introduction

People have relied on portraits to record appearances for thousands
of years. Stylized or exaggerated portraits, such as illustrations or
comics, enable artists to express their imaginations. Police continue
to make use of sketch portraits to visualize the descriptions provided
by witnesses. Viewers are often curious about the real appearance of
the person depicted in a portrait. This is likely one reason why many
people worldwide have acted in roles portraying historical people
and participated in cosplay, mimicking the appearance of cartoon
characters.

In this paper, we therefore investigate how to use image synthe-
sis techniques to enhance the realism of a stylized portrait while
preserving personal characteristics. We propose that this technol-
ogy, termed face realization, is suitable for educational and en-
tertainment usages. For instance, it can be applied to enhance the
realism of historical portraits or cartoon characters. Because its in-
put is rough sketches or paintings, users can apply this kind of
technique to game avatar creation or person search for forensic
usage.

A closely related topic is image style transfer. The classic image
analogies [HJO*01] transformed an input image into a specific style
according to the local structural mapping extracted from a pair of
unfiltered and filtered examples. Recently, Wang et al. [WCHG13]
stylized photos into paintings through stroke-based rendering. They
used a pair of examples to determine the mappings between photo
textures and stroke properties, such as colour, orientation and
density.

These example-based techniques have demonstrated admirable
results in photo stylization. However, two difficulties arise in face
realization. First, people are more familiar with real faces than with
paintings. A synthesis method must therefore be able to render
subtle facial details. Secondly, painting styles or skills can vary
widely in different paintings. To realize a portrait by learning
and mapping, we must prepare numerous training pairs of pho-
tos and portraits in all required styles to determine their particular
mappings.

In our work, we aim to enhance the realism of greyscale sketches
and chromatically painted portraits. When inspecting these portraits,
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Figure 1: Example of the enhancement of portrait realism. The proposed system extracts the adaptable patches from a moderately sized photo
collection. The patch colours in the middle left image represent patches from different sources. The middle right image is the face pieced
together from patches. Chromatic adjustment and seamless blending enable the realization of cartoon, sketch or painted portraits that retain
their personal characteristics.

we observed that the contours of facial features and relative shading
of skin usually imply the characteristics of a subject; they should
therefore be retained during enhancement. However, a portrait’s
realism is typically judged by the delicate textures of the facial
features and skin. Hence, we find useful features in images and
transfer regional textures from a moderately sized collection of
facial photos.

We first attempt to divide a target portrait into regular or pre-
defined regions and retrieve the most similar photo regions from a
database for texture transfer. However, regular or pre-defined divi-
sions do not always accurately capture the characteristics of a target
portrait or photo. For instance, the use of rectangular divisions may
separate a mouth into multiple regions and result in discontinuity
during synthesis. If the entire mouth is considered as a region, a
huge database will be required in order to include the wide variety
of mouth appearances.

Therefore, we propose a novel facial region matching and divi-
sion approach, termed adaptable patches, which can dynamically
adjust the shapes and numbers of patches according to both the
target portraits and database photos. We explain the concept with
a sketched mouth example, where the leftmost one-third is shaded
and the rightmost two-thirds are illuminated. If there is a facial
photo Iα , of which the intensity distribution of the mouth conforms
to this input sketch, we take the whole mouth as a patch and trans-
fer the mouth texture from Iα . If there is no such photo, but there
are photos Iβ and Iγ , in which the mouths are entirely shaded and
glossy, respectively, we prefer to divide the input mouth into two
patches. The patch on the leftmost one-third is appended with the
texture from the corresponding region at Iβ , and the other patch on
the rightmost two-thirds is appended with the regional texture from
Iγ . In contrast to conventional approaches, the proposed strategy
can not only capture facial characteristics but also more effectively
exploit variations within data sets.

The adaptable patches are extracted from different sources, and
the tones of adjacent patches can be quite different. We present
chromatic gain and offset compensation to diminish chromatic gaps
at patch boundaries. The aforementioned patching and compensa-
tion procedures can be formulated as pixelwise multi-labelling and

regionwise quadratic optimization problems, respectively, which are
automatically estimated by the proposed system.

Figure 1 shows an example of our face realization process. To
demonstrate the ability of our chromatic gain and offset compensa-
tion, we include two greyscale photos in the data set. We compare
our method with two related methods. Subsequent user evaluations
show that our method can not only generate more realistic results
but also retain characteristics of the input portraits.

2. Related Works

Tiddeman et al. [TSP05] studied facial image enhancement by trans-
forming facial images through a wavelet-based Markov random field
(MRF) method, which can be applied for purposes, such as facial
ageing and sex reversal. Pighin et al. [PHL*98] combined the ge-
ometries and textures of example models in convex vector space.
This type of blend shape system can generate diverse expressions ac-
cording to the blending weights applied. However, high-resolution
facial details can be blurred during the blending process. Nguyen
et al. [NLEDlT08] proposed an image-based method for automatic
beard shaving. They compared the parameters of beard layers by
using a set of bearded and non-bearded faces. This information was
used to remove the beard from an input face. Chen et al. [CJZW12]
relighted the input portrait according to another reference image se-
lected by users. The corresponding illumination template was then
transferred to the input.

A few articles have investigated face synthesis through using
whole face replacement. Blanz et al. [BSVS04] replaced the input
facial image with another face by using a morphable face model.
They not only fit the face pose but also adjusted the illumination
parameters. Bitouk et al. [BKD*08] proposed replacing a target
face by another face according to the pose, colour, lighting and
blending cost. These methods have generated impressive results
through whole face replacement, but they cannot be applied in novel
face generation.

Other research has explored regional or local patch replacement.
Mohammed et al. [MPK09] utilized frontal and well-aligned fa-
cial photos in their Visio-lization system. This method consists
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of a global model and a local one. A base image is generated
in principle component analysis (PCA) space and then divided
into rectangular patches. In local fitting, a patch is chosen for re-
placement according to its visual consistency with the base face
and existing patches in its left and upper sections. Finally, the
selected patches are stitched together by modified Poisson image
editing [PGB03]. Suo et al. [SZSC10] decomposed a face into pre-
defined regions. They generated aged faces by replacing regions
with samples from a large database. With sufficiently large photo
sets, the regular and pre-defined region replacement methods gener-
ate convincing results. However, collecting a large and well-aligned
database is time-consuming and labour-intensive. In contrast to the
aforementioned methods [MPK09, SZSC10], we propose a frame-
work that dynamically adjusts patch numbers, sizes and shapes
according to different targets and database faces. The proposed
method can generate varied results from a moderate amount of photo
data.

For stitching two or more images together, Efros and Freeman
[EF01] proposed quilting two selected image blocks along the mini-
mum cost path at their overlap region. Capel and Zisserman [CZ98]
evaluated homographies between images for mosaicing. In addition
to blending overlap images, they presented a maximum a posteriori
(MAP) method to estimate the super-resolution mosaic. Lee et al.
[LGMt00] aligned frontal and side-view head images according to
control feature lines, and merged them into a single texture map
by using multi-resolution pyramids. The commonly used Poisson
image editing [PGB03] takes the overlap regions as the boundary
constraints and seamlessly stitches the images together by retaining
their original intensity divergences. This method performs satisfac-
torily when the gradients at the source and target borders are similar.
However, if there are abrupt colour changes, such as shadows near
patch boundaries, the shadow colours might be propagated to the
adjacent regions. Agarwala et al. [ADA*04] grouped and combined
segments from multiple photos according to user-assigned sparse
strokes. Their work and ours both utilize multi-label graph-cut to
segment regions from multiple sources; however, the objectives are
different. Our research aims to develop a means of automatically
identifying the adaptable patch set that is the best fit for both the
input painting and collected photo data.

For low-fidelity image enhancement and matching, the pioneer
work by Freeman and Pasztor [FP99] modelled the super-resolution
problem through labelling in an MRF. Their network parameters
were statistically learned from training samples. Wang and Tang
[WT09] presented a patch-based sketch-photo synthesis method
with pairs of examples. This state-of-the-art method formulated the
selection of rectangular patches in a two-layered MRF and solved
the MAP. The selected patches were stitched along their minimum-
error boundary cut. A multi-dictionary sparse representation model
was used by Wang et al. [WGTL11] for example-based sketch-photo
synthesis. Liang et al. [LSX*12] presented a synthesis method for
simple line drawings. Line features were represented by the BiCE
descriptor [Zit10]. Given an input sketch, K candidate photo patches
were approximated by locality-constrained linear coding. The result
photo patches were selected based on MRF with the neighbouring
compatibility function considered. Johnson et al. [JDA*11] used a
large collection of photographs to add detail to computer-rendered
realistic images. They used a mean-shift co-segmentation algorithm

to match CG image regions with photographs, and then transferred
colour, tone and texture.

Shrivastava et al. [SMGE11] presented a method of matching
paintings or sketches to real photographs. To conduct a cross-domain
search, they performed pattern matching mainly on discrimina-
tive objects. Klare and Jain [KJ10] discussed various distances for
sketch-to-photo matching based on SIFT features [Low04]. Their
experiments demonstrated that the direct matching (L2-norm) of
sketch and photo features is at least as accurate if not more so than
that of matching through common representation derived from train-
ing pairs. The fusion of the two distances is slightly more favourable
than the direct matching.

In a reversal of methods, Kim et al. [KSL*08] converted real faces
into sketches. They presented an automatic method of analysing a
tone and a line map to produce stipple renderings from photographs.
Wu et al. [WTLL13] adapted the stippling style from real paintings
by Seurat. Their statistical colour model enabled the conversion of
an image to a pointillist painting. Zhao and Zhu [ZZ11] collected
photos of real faces and painting strokes provided by artists. For
a given input photo, they found the closest face in terms of ge-
ometry and colour, and then warped the corresponding strokes for
painting synthesis. Chen et al. [CLR*04] presented a facial sketch
rendering method based on prototype pairs of photos and sketches.
They divided a face into multiple components and used the k-nearest
neighbours (KNN) algorithm for photo-to-sketch synthesis of com-
ponents. Furthermore, because hairstyles are diverse and are not
structured in the same regular way that faces are, they synthesized
the hair independently from the face. We also considered these char-
acteristics and our system separated each image into hair, face and
neck layers.

3. Pre-processing and Overview

Unlike related work synthesizing for specific types of paintings, our
goal is to realize painted or sketch portraits. We chose not to require
training pairs of photos and paintings for all styles. We collected a
moderate amount of photos from the Internet to form the database.
Each photo has a clear face with a sufficient number of pixels. The
Stacked Trimmed Active Shape Model (STASM) [MN08] is applied
to extract the sparse feature points from photos. The positions of
these feature points can be interactively improved by users.

The flowchart of the proposed framework is shown in
Figure 2. Before proceeding towards the main stages, we perform
several pre-processing operations. Because the viewpoints and facial
feature contours of the collected photos are different from those of
the input portrait, we adapt perspective projection warping [Sze06]
to preliminarily align the viewpoints. Perspective warping uses cor-
responding point pairs to evaluate the least square homography, but
the warped feature points may not exactly align with the points
of the input painting. We therefore apply local field warping to
amend the slight offsets. Figure 3 demonstrates the alignment of
faces to the input portrait. The supplementary document provides
further details on feature points and local warping.

The main stages of the proposed framework are realization and
patch stitching. The goal of the realization stage is to form a pieced-
up face with photo patches according to the input portrait. The
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Figure 2: Flow chart of the proposed system.

Figure 3: Aligned database photos to fit the input face. After align-
ment, an input pixel p can be associated with one appropriate pixel
at the same position in the photo collection. For instance, the blue
arrows represent possible matches for p; the green arrows represent
possible matches for q.

middle of Figure 1 shows an example. The first step in realization
is brightness adjustment for an overbright sketch input. Our system
then promptly filters out less relevant parts in photo sets according to
colour histograms. The last step of realization is to find the adaptable
patches through optimization.

The intensity gaps between adjacent patches are removed in the
stitching stage. Chromatic gain and offset compensation is presented
for border gap reduction, where the three-channel colour gains and
means of the each extracted patch are optimally adjusted. Multi-
level blending [BA83] is then used to make the boundary seamless
while retaining the high-frequency textures.

Through the realization and stitching stages, the proposed method
enhances the realism of the input portrait paintings, including

greyscale sketches, cartoons and coloured portraits. The details of
these two stages are described in Sections 4 and 5.

4. Realization with Adaptable Patches

The core of our face realization, adaptable patch formation (Subsec-
tions 4.3 and 4.4), is based on the appearances of the input paintings
and collected photos. We found that brightness normalization for
input sketches (Subsection 4.1) can improve the synthesis results.

4.1. Overbright sketch adjustment

In a few greyscale sketches, artists drew only the facial contours and
left the facial skin blank or excessively bright. This causes the system
to match only the high-brightness regions in photos. Therefore, we
analyse the intensity histogram of a sketched face. If the mean
intensity of the face is higher than the average mean of the photo
data by one standard deviation, our system automatically adjusts its
intensity to conform to the intensity limitations, as follows:

k =
⌊

m − M

σ

⌋
, m′ = m − k × σ, (1)

where m is the intensity mean of the input sketch face, M and σ

are the average mean and standard deviation from photo data, � � is
the floor operator, k is the adjusting scale with respect to σ and m′

is the mean after adjustment. This step is only applied to greyscale
sketch inputs, and is also an option provided to users.

4.2. Histogram-based block selection

The major realization procedure is to concurrently select the best-
fitting photo content from multiple sources. Its computation time is
proportional to the number of photos involved in the optimization.
To make the example data set expandable and keep the computation
time feasible, highly relevant photos and their partial regions, called
blocks, must be selected before patch optimization.

Assume that the width of the input face is w and wp is one-
third of w. A block size is specified to be wp × wp pixels. When a
block is placed at every half wp pixels in both x and y directions,
the input face can be covered by overlapping blocks. The residual
pixels around the bounding box of the face are attached to the closest
blocks. As shown in Figure 4, for each block of the input face, we
select 30 similar blocks from the aligned faces of the photo set. The
similarity between two blocks is measured according to greyscale
histograms for sketches and colour histograms for colour paintings.
A pixel on the input face can be covered by four overlapping blocks
at most, and each block has 30 similar photo blocks. Hence, one
pixel on the input face has at most 120 candidate photo pixels from
similar photo blocks. If we want to formulate the candidate selection
as a pixelwise labelling problem, we need 120 label indices for each
pixel. The next task is to find the criteria regarding pixel labels that
can help us form adequate patches for the piece-up face.

4.3. Optimal patch formation

An intuitive approach is to find the labels with pixelwise minimum
intensity (colour or greyscale) differences from the input. However,
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Figure 4: Relevant region filtering by block selection. An input
face is covered by overlapping blocks. Each block of the input face
matches the 30 most similar blocks from the aligned photo faces
according to their histograms.

if we consider only the intensity differences between the input and
corresponding pixels in photo data, the results will be highly similar
to the input painting, with little enhancement. In addition, when the
minimum-difference labels in a local region are inconsistent, the
transferred colours in proximity can be diverse, and it introduces
additional disturbance in the image.

Instead of finding the best-fitting pixels individually, we find the
patches in which the shapes are best fitted to the local appear-
ances of the input and certain photos. In other words, we further
enforce local consistency of labels to ensure that the local tex-
ture can be transferred from fitted photos onto the input face. We
formulate this task as a multi-labelling problem in a conditional ran-
dom field (CRF). The input image I is represented by a weighted
graph G = (P,N ). Each node p ∈ P in the graph G stands for one
pixel of the input face. The pairwise adjacent pixels are linked by
graph edge (p, q) ∈ N . A four-connected neighbourhood is used
in our case. Our preliminary objective function is formulated as
follows:

O(f ) =
∑
p∈P

Dp(fp) +
∑

p,q∈N

Sp,q (fp, fq ), (2)

where
∑

Dp and
∑

Sp,q are the data and smoothness (local coher-
ence) terms described in the following section.

4.4. Penalty terms in the objective function

4.4.1. Data term

Intensity features (colour or greyscale) The data term in Equation
(2) sums up the intensity differences between the pixels of the input
painting and the labelled (referred) photos. A pixel p on the input
face has a variable label fp , which represents an index of photo
blocks covered on p. The source photo ID of block fp is denoted
by Fp . The data term of a pixel p with label fp can be defined as

Dp(fp) = ‖Iinput(p) − IFp(p)‖1

wc

, (3)

where Iinput(p) and IFp(p) denote the intensities (colour or greyscale
according to the input portrait) at location p in the input portrait and
the aligned photo with the ID Fp , respectively. The division of
weight wc normalizes the colour difference range to [0, 1] (255 for
greyscale and 765 for colour images). During the minimization of
Equation (2), the data term requires an intensity of pixel p at the
referred photo ID Fp similar to that of pixel p in the input. The
selection of an inadequate fp incurs a large penalty.

Edge features In a sketch or painted portrait, artists usually use
salient strokes or significant intensity changes to emphasize facial
features. Hence, in addition to evaluating the intensity differences
listed in Equation (3), we consider an additional edge feature for
the data comparison. Including the edge feature makes the patch
formation process place greater emphasis on the fittingness of con-
tours and characteristics of facial features. It can also mitigate edge
discontinuity when we composite a facial feature from multiple
sources.

We apply the Canny detector to find the edges of the input face
and all database photos, as shown in Figure 5. The edge intensity
of a pixel marked by the Canny edge detector is initially set to 255;
those of other pixels are set to zero. Next, we smoothly diffuse
the edge intensities. Currently, our system applies a 3×3 Gaus-
sian filter 10 times; it can be replaced with a larger filter or other
diffusion methods. The propagated edge intensities provide shift tol-
erances in edge matching. The new data term with the edge feature
becomes

Dp(fp) = ‖Iinput(p) − IFp(p)‖1

wc

+ ρ
‖Einput(p) − EFp

(p)‖
1

wc

, (4)

where ρ is a weight (1 in our case) indicating the proportion of edge
differences in the data term. Einput and EFp

are the propagated edge
maps of the input and the photo of ID Fp .

Figure 6(b) provides an example of the enhanced face without
the edge feature in the data term. The eyebrow resembles the input
but its contour is distorted and edges are discontinuous. As shown
in Figure 6(c), when the edge feature is included in the objective
function, the contours are smoother and conform to the input.

Figure 5: Propagated Canny edge values as an additional feature.
In addition to three colour channels (greyscale for sketches), we
include propagated edge contours in the data term.

c© 2017 The Authors
Computer Graphics Forum c© 2017 The Eurographics Association and John Wiley & Sons Ltd.



Y.-H. Lee et al. / Enhancing the Realism of Portraits 219

Figure 6: Realism enhancement with the edge contour feature in the
data term. (a) The input painting. (b) The enhanced result without
edge features. (c) The enhanced result with edge features.

4.4.2. Smooth term

The smooth term in Equation (2) is used to maintain the label
consistency within a local region. It penalizes two neighbouring
pixels p and q if their colours are similar in their indexed photos,
but they are assigned different labels. fp and fq denote the variable
labels of input pixels p and q, and their corresponding photo IDs are
Fp and Fq , respectively.

For two adjacent pixels p and q, we assume that the penalty (cost)
of edge (p, q) should be non-zero if the photo ID Fp �= Fq , and
this penalty should be bidirectionally equal. In addition, when the
indexed (photo) colours of p and q are similar, we prefer to choose
an identical source for local affinity; otherwise, a larger penalty is
added. The smooth term in the objective function is defined as

Sp,q (fp, fq ) =
{

0, if Fp = Fq,

λ exp
(
−‖IFp (p)−IFq (q)‖

1
wc

)
, otherwise,

(5)

where λ is a weight that controls the local affinity. A larger λ implies
a stronger constraint on local coherence, and the patch sizes become
larger and the influence of the input colour decreases. The constant
wc is applied to range normalization again. In our system, the default
value of λ is 0.2. It is boosted to 2.0 when the pixel p and q belong
to eye mask regions determined by eye feature points.

4.4.3. Symmetry term

The retrieved patches that optimize Equation (2) are satisfactory
in most cases. However, human eyes are sensitive to symmetry
in features such as the eyes and mouth. Because the minimum of
Equation (2) does not address this characteristic, an asymmetri-
cal appearance may be generated. For instance, the two eyes in
Figure 7(c) are retrieved from different sources. Therefore, we ap-
ply the third type of penalty, called the symmetry term, to reinforce
this characteristic.

After the feature points of the input face are estimated
(Section 3), symmetry edges are applied to connecting nodes of pre-
defined symmetry feature points in graph G. For instance, as shown
in Figure 8, an additional edge between eye corners p and r renders
two nodes special neighbours. The symmetric neighbourhood is

Figure 7: Effect of the symmetry term in optimization. (a) The
input face; (b) the enhanced face with the symmetry term and (c)
the enhanced face without the symmetry term. The patch stitching
has been applied to (b) and (c).

denoted by M . The new objective function with the symmetry term
becomes

O(f ) =
∑
p∈P

Dp(fp) +
∑

(p,q)∈N

Sp,q(fp, fq) +
∑

(p,r)∈M

Up,r (fp, fr ). (6)

For (p, r) ∈ M , the symmetry term of our objective function is
defined as

Up,r (fp, fr ) =
⎧⎨
⎩

0, if Fp = Fr,

μ exp

(
−
∥∥∥IFp (p)−IFr (r)

∥∥∥
1

wc

)
, otherwise,

(7)

where fr and Fr are the block index and source photo ID of pixel
r. μ is a weight about the strength of symmetric penalty, and the
setting of μ is the same as λ. The constant wc enables range nor-
malization. For a pair of symmetry nodes p and r , if their la-
bels are identical, we consider them to be inherently symmetric
and no penalty is enforced. If they have different labels, the sym-
metry penalty is added according to the colours in their indexed
sources.

After solving Equation (6) by the alpha-expansion method
[BVZ01], we approximate the optimal labels of pixels on the in-
put face. Adjacent pixels with an identical source ID are grouped as
a patch. The shapes, sizes and numbers of these adaptable patches
can be dynamically fitted according to the characteristics of the
input face and photo data.

Figure 8: Symmetry edges link symmetric feature points at eye or
lip corners. These edges enforce symmetric penalties if the linked
nodes p and r are from different sources.
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5. Seamless Patch Stitching

Because photo collections comprise multiple subjects whose illumi-
nation and makeup differs, facial photos in databases have a variety
of colour tones. In the stitching stage, we apply chromatic gain and
offset compensation and multi-level blending to seamlessly stitch
the extracted patches.

5.1. Chromatic gain and offset compensation

Brown and Lowe [BL07] presented a gain compensation method to
narrow the intensity gaps between overlapping panoramic images.
Because the scene captured in a set of panoramic images is identical,
the differences in intensity in overlap regions result from changes
in the aperture and time of exposure. By contrast, our patches are
derived from different sources. Both intensities and hues can vary.
Our early trials demonstrated that adjusting the lightness gain for
each patch is not always sufficient to narrow down the colour dif-
ferences in our cases. Therefore, we concurrently adjust three gain
variables and three offset variables of all colour channels of each
patch. The procedure is as follows.

First, for each patch, the original region is expanded (by five
pixels in our cases), causing adjacent patches to overlap. An index
pair of two adjacent patches is denoted by (i, j ) ∈ H , where H is
a set including all pairwise patches with overlap regions. Assume
that H = (h1, . . . , hn) contains n pairs. The indices within a pair hk

are denoted by hi
k and h

j

k . The overlap region of a pair of patches hk

is denoted by r(hk). The proposed system then computes the mean
vectors of colour intensities of patch hi

k and h
j

k in their overlap
region r(hk). These two mean vectors are represented by m(hi

k) and
m(hj

k ).

Each expanded patch has a three-channel gain vector a and a
three-channel offset vector b. For a patch hi

k , if we simply fit its
mean colour to one of its adjacent patches h

j

k , the difference in r(hk)
is reduced. However, if this patch also belongs to another pair hl ,
the difference in r(hl) could increase. Hence, we must concurrently
consider all the gain and offset vectors of all patches. The chromatic
gain and offset compensation involves finding the optimal a and b

of all patches that can minimize the sum of mean colour differences
for all overlapping pairs hk . This concept can also be formulated as
an objective function:

Ocmp = G(A, b) + kC(A, b),

G(A, b) =
∑
hk∈H

∣∣∣A (hi
k

)
m
(
hi

k

)+ b
(
hi

k

)− A
(
h

j

k

)
m
(
h

j

k

)

−b
(
h

j

k

))∣∣∣∣
2

C(A, b) =
(∑

i

|A(i) − I3x3|2 +
∑

i

|b(i)|2
)

, (8)

where A(hi
k) is the 3 × 3 diagonal matrix accounting for chromatic

gains, and their diagonal elements are a(hi
k). The first term G in

Equation (8) evaluates the sum of the adjusted colour mean dif-
ferences between overlapping pairs. The second term C keeps the
gain and offset vectors close to their original values. k is a constant

Figure 9: Seamless patch stitching. (From left to right) The input
sketch, the piece-up face, the face after chromatic gain compensa-
tion and the face after multi-level blending. Chromatic gain and
offset compensation can even narrow the gaps between patches in
greyscale and colour photos.

weight that controls the strength of this constraint. k is 1 in our
setting. I3×3 is an identity matrix. Equation (8) is a quadratic least
square equation that can be solved by a linear system. The optimized
gain and offset vectors are then used to adjust the colour of each
patch. The third column of Figure 9 shows the adjusted patches by
chromatic gain and offset compensation.

5.2. Multi-level blending

We further use multi-level blending to smooth the patch boundaries.
A Laplacian pyramid is used to divide the overlap regions defined
in Subsection 5.1 into multiple levels. The proposed system then
blends the low-pass images within overlap regions to smooth the
colour gaps. Facial details can be recovered by restoring the high-
pass images. The blending weights are proportional to the reciprocal
of a small constant plus the square distance from the patch centre.
Please refer to [BL07, BA83] for the blending details.

6. Experiments and Discussion

This section demonstrates and compares the results of the proposed
method with those generated by related methods. It also discusses
the advantages and limitations of these methods. Please refer to our
supplementary document for additional experiments regarding other
characteristic labels. The document further compares the proposed
method with a dedicated sketch-to-photo method.

6.1. Data collection and implementation details

The photo set was collected from publicly shared albums on the
Internet. Our main targets were photos of young women. Two hun-
dred photographs were collected for the face and neck database. We
found that the hair styles in these 200 photos could only be cate-
gorized into a few types. To include more diverse hair styles, we
separately collected 90 photographs for the hair data set. Our system
utilized several public libraries. The STASM [MN08] library was
used for facial feature point extraction. The Catmull–Rom spline
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was applied to indicate the contours of hair and facial features. To
solve multi-label optimization, we used the graph-cut optimization
library provided by Veksler and others [BVZ01, KZ04, BK04]. We
also applied the OpenCV library for image processing. The experi-
ments were performed on a desktop with 3.1 GHz CPU and 3.5 GB
memory. On average, it took 13 minutes to optimize an input image
with 400 × 600 pixels. The computation time could be shortened
with further optimized coding or parallel computation.

6.2. Experimental results and comparisons

The proposed algorithms were applied to enhance diverse types of
input portraits from the Internet, including monochromatic sketches,
coloured cartoons and paintings. In most cases, we did not know the
identities or real faces of the subjects. For monochromatic inputs,
we used the greyscale intensities and propagated edge values in
our data term; for coloured inputs, the three-channel intensities
and edge values were applied in the data term. By contrast, in the
smooth and symmetry terms, the colour intensities of indexed photos
were used for both monochromatic and coloured inputs. Figure 10
shows examples of the overbright sketch adjustment described in
Subsection 4.1. The second column of Figure 11 shows our results
for sketch, cartoon and painted portraits. More results are provided
in the supplemental video.

We compared our results with those enhanced by two methods
that are described later. The database for these methods is identical
to ours; likewise, these photos were aligned by perspective and
local warping during pre-processing. In addition to RGB colour
channels, we included the propagated edge feature mentioned in
Subsection 4.4.1 to improve the results of the compared methods.
Figure 12 shows an example of the influence of our proposed edge
feature on a compared method. The use of an identical feature set
helped us to clarify the effectiveness of different algorithms.

The two compared methods are best-matched-face and regular-
patch-based methods. The best-matched-face method finds the most
similarly aligned face from the database according to intensity and
edge features. This method can be regarded as face enhancement
through whole face replacement. The regular-patch-based method

Figure 10: Automatic adjustment for the overbright inputs. The
first column shows the input portraits. The second column shows
the results without brightness adjustment and the last column shows
the results after adjustment.

Figure 11: Realizing faces from cartoons, sketches and stylized
paintings. The first to the fourth columns are, respectively, the input
portraits, results of the proposed method, results of the regular-
patch-based method and results of the best-matched face method.

Figure 12: Influence of the proposed edge feature on the compared
regular-patch-based method. (a) The input sketch. (b) Result of the
regular-patch-based method with edge features. (c) Result of the
regular-patch-based method without edge features.

sequentially finds the rectangular photo patches that are the closest
matches for the input portraits and photo patches that have been
attached in the left and upper sections. The patch symmetry of
facial features is also considered. Except for the newly included
edge feature, the implementation is nearly identical to the synthe-
sis stage proposed in the original Visio-lization method [MPK09].
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Nevertheless, in Visio-lization, all extracted photo patches are
stitched in a single layer. We found that hair colours can occa-
sionally be propagated to the face regions during Poisson image
editing. In addition, the hairlines are usually blurry or discontinu-
ous. Therefore, in our implementation, we separated an input head
into three layers: face, neck and hair. The images of these layers
were estimated separately and then superposed from the bottom to
the top. This three-layer strategy was also applied to the proposed
and best-matched face methods. These three enhancement methods
can be directly applied to the face and neck layers. By contrast,
the hair synthesis involves more complex occlusion and illumina-
tion. To focus on the face enhancement problem, we applied the
best-matched hairstyle to the hair layer of all three methods. The
results of the best-matched-face and regular-patch-based methods
are shown in the third and the fourth columns of Figure 11.

6.3. Discussion of the three methods

The best-matched-face method is the most intuitive means of en-
hancing face realism. Because this method captures the whole
warped texture from an identical source, it retains high realism
with few stitching artefacts. However, the results obtained by this
method can only reach rough similarity to the input. Important local
features, such as contours or shading of the eyes and lips, might be
completely different.

The regular-patch–based method is an extension of the synthesis
component of the Visio-lization method [MPK09]. It was originally
applied to face synthesis involving a large frontal photo database.
For a moderately sized data set, the sizes and locations of regular
patches must be carefully designed. If the patch size is too large,
discontinuity may occur at patch boundaries. By contrast, a patch
that is too small can make the enhanced faces blurry after stitching.
The results of this method have higher similarity to the input portrait
than those enhanced by the best-match-face method. However, the
usage of regular patches could decrease the realism of the image.

By contrast, the proposed method utilizes optimization methods
for patch formation and stitching. It can capture the characteristics
of the input portrait and has fewer stitching defects. To verify the ef-
fectiveness of the proposed method, we conducted user evaluations
of the enhanced results of the three methods.

6.4. User evaluations

In conventional image processing or compression applications, peak
signal-to-noise ratio (PSNR) and structural similarity (SSIM) are
commonly used to evaluate the quality of processed images. How-
ever, for face realization applications, the input paintings are stylized
and sometimes exaggerated, and the colours on a painting are re-
stricted by the pigments. Even with ground truth images, these two
measures are still unsuitable for evaluating realized faces. Therefore,
we asked users to evaluate the results of the three methods.

Twenty-four volunteers aged 20–25 years old participated in the
evaluation of 18 sets of test data. Each test data set contained an
input portrait and three enhanced results obtained by different meth-
ods. For each test set, we simultaneously showed the input face and
the enhanced results. The three results were placed in random order

Table 1: Scores of user studies.

Methods Score mean Standard deviation

Similarity of The Proposed 7.200 0.645
Similarity of Regular-Patch–Based 6.072 0.727
Similarity of Best-Matched 5.778 1.076
Realism of The Proposed 7.150 0.598
Realism of Regular-Patch–Based 6.161 0.758
Realism of Best-Matched 6.800 0.937

Figure 13: Vote counts for three methods according to overall pref-
erence ranking. Twenty-four volunteers participated in the study of
18 test data sets. The blue, red and green bars represent the amounts
of first, second and third preference votes, respectively. From left to
right: the proposed method, regular-patch-based method and best-
matched-face method.

on the screen. Volunteers did not know the enhancement method for
each result. A volunteer was required to rate two qualities of each
face on a scale of 1 to 10 (2: very poor; 4: poor; 6: acceptable; 8:
good; 10: perfect). The first quality was the similarity between the
input face and the enhanced face. This score measured how well
the personal characteristics of an input portrait were retained after
enhancement. The second quality was the realism of the resulting
face, which measured the enhancement quality and was inversely
related to the degrees of defects detected by users. We also required
volunteers to rank their overall preferences for the three results. The
evaluation time for each volunteer was approximately one half-hour
to an hour. Table 1 demonstrates the means and standard devia-
tions of the three methods in similarity and realism evaluations.
Figure 13 shows the first, second and third preference vote counts
for the three methods.

The results of the proposed method received the highest aver-
age scores in both similarity and realism, as well as the highest
number of first-preference votes. The standard deviations of the
scores were also smaller. This means our method involves a more
consistent enhancement process than the other two methods. We
estimated whether the user evaluation scores were statistically dif-
ferent through paired two-tailed t-tests and p values. For the sim-
ilarity scores, the t and p values between our scores and those of
the regular-patch–based and the best-matched-face methods were
t(17) = 5.21, p < 0.001 and t(17) = 4.06, p < 0.001, respec-
tively. Our similarity scores significantly outperformed the compar-
ative scores. For the realism scores, there was a highly significant
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difference between the proposed and regular-patch-based methods,
with t(17) = 4.71, p < 0.001. However, the realism difference be-
tween our method and the best-matched-face method was less sig-
nificant, with t(17) = 1.15, p > 0.1. The voting data of each test set
are provided in the supplementary document.

6.5. Advantages, uniqueness and limitations

Unlike related sketch-to-photo synthesis methods [WT09,
WGTL11, LSX*12] that require training pairs of photos and
sketches in a dedicated style, the proposed framework requires
only a modest amount of photo data to effectively enhance por-
traits. The realization process is mainly formulated as a graph-
based multi-labelling problem. Labelling in MRFs or CRFs has
been developed in several classic works for various purposes, such
as super-resolution [FP99], disparity evaluation [BVZ01] and inter-
active photomontage [ADA*04]. Our intention is to find patches of
variable numbers and shapes to effectively explore the variations
within the photo collection. Facial characteristics such as symmetry
features can also be embedded within the graph. The pixelwise
labelling mitigates the block effects in the regular-patch–based
method [MPK09, WT09]. In some cases with obvious viewpoint
changes, the perspective warping cannot handle new areas of occlu-
sion or disocclusion. The optimized patch formation can implicitly
avoid extracting data from such regions if their tones or edges are
different from those of the input portrait.

We included the propagated edge feature with three-channel
colour intensities as the pixel features. This alleviates discontin-
uous contours and matches a greater amount of detail variation.
When the edge feature was applied to the comparative methods,
it also improved their enhanced results. The proposed chromatic
gain and offset compensation reduces the patch gaps from photos
of various sources. Figure 14 shows an example of the piece-up
face by stitching together 57 different sources. Figure 14(a) rep-
resents patches of different sources by different colours, and (b)
shows the sources used in this case. These photo sources are gener-
ally different from the input sketch. Two of them are in greyscale.
However, our enhanced face is highly realistic and retains the per-
sonal characteristics of the input sketch, as shown in Figure 1. We
applied our method to two additional data sets [WT09, MB98] and

Figure 14: Adaptable patches from multiple sources. (a) An exam-
ple of a piece-up face and their aligned sources. (b) The 57 source
photos were extracted from a set of 200 photos for the piece-up face
in (a). Please refer to Figure 1 for the input and the enhanced image.

demonstrated our results and the results of [WT09] in the sup-
plementary document. Even though we did not use the training
sketches, some of our results may be comparable to those generated
by a dedicated sketch-to-photo method.

Our system has a few limitations. First, it is a data-driven method.
Even though we can find more fitting patches, the variety of en-
hanced faces is still constrained by the database. Secondly, we
treat the input portrait as the foundation. If the facial structure
or shading of the input painting is unusual, satisfactory results
might not be generated. Third and finally, we do not explicitly es-
timate the camera view angles, and the operations are performed
in the image space. Currently, we can process faces with view
angles of up to 20◦. This limitation could be overcome with fa-
cial data that incorporates 3D information (e.g. data from depth
sensors).

7. Conclusion and future work

Enhancing the realism of ‘unreal’ facial paintings is an interest-
ing but difficult task. These sketches or painted portraits are usu-
ally stylized and are created using various techniques. This paper
proposes forming adaptable patches according to the content of
the input image and collected photos. The numbers and shapes of
these patches are dynamically adjusted by multi-label optimization.
These patches are then seamlessly stitched by the chromatic gain
and offset compensation and blending. User evaluations show that
the proposed method is able to provide realistic results, similar to
the subject, with a photo collection of moderate size. Possible fu-
ture research directions include the application of texture analysis
such as [LLC15] for salient feature extraction and the extension of
directional texture synthesis such as [JFA*15] for complicated hair
or beard synthesis.
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