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Figure 1: We select views for a 3D indoor scene by imitating popular photos on the Internet. (Left) A popular photo. (Middle left) We apply
the scene parsing method to identify the object of each pixel, and visualize the result in respective colors. (Middle right) The initial view is
determined by locating centroids of corresponding objects at the same position. (Right) Our system fine tunes the view to make contours of
the corresponding objects similar.

Abstract
Selecting informative and visually appealing views for 3D indoor scenes is beneficial for the housing, decoration, and entertain-
ment industries. A set of views that exhibit comfort, aesthetics, and functionality of a particular scene can attract customers and
facilitate business transactions. However, selecting views for an indoor scene is challenging because the system has to consider
not only the need to reveal as much information as possible, but also object arrangements, occlusions, and characteristics. Since
there can be many principles utilized to guide the view selection, and various principles to follow under different circumstances,
we achieve the goal by imitating popular photos on the Internet. Specifically, we select the view that can optimize the contour
similarity of corresponding objects to the photo. Because the selected view can be inadequate if object arrangements in the
3D scene and the photo are different, our system imitates many popular photos and selects a certain number of views. After
that, it clusters the selected views and determines the view/cluster centers by the weighted average to finally exhibit the scene.
Experimental results demonstrate that the views selected by our method are visually appealing.

CCS Concepts
• Computing methodologies → Collision detection; • Hardware → Sensors and actuators; PCB design and layout;

1. Introduction

The preview to an indoor scene is critical for the housing, deco-
ration, and entertainment industries because images are the most
convenient media to distribute and convey information. A set of
views that express comfort, aesthetics, and functionality of an in-
door scene can attract customers to view details of the scene and
facilitate business transactions.

Methods for selecting the best view for a 3D object have been
thoroughly investigated in the field of computer graphics. How-
ever, to the best of our knowledge, no existing method selects a
set of optimal views for an indoor scene that is composed of sev-

eral 3D objects. Selecting views for a 3D indoor scene and a single
3D model are different in two aspects. First, several objects can
exist in a scene. The selected views should help viewers recon-
struct the object arrangements in 3D. Second, objects behind the
camera are invisible. Finding a set of views that are dissimilar, vi-
sually appealing, and able to highlight important characteristics of
a scene constitutes a demanding task. In addition, principles for se-
lecting views can be different according to particular purposes and
functionalities of a scene. For example, professional photographers
would usually consider showing large space and object arrange-
ments when taking photos of a living room. However, when tak-
ing photos of a bedroom, the priority is more likely to be making
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customers feel relaxed and comfortable. Hence, low-level features,
such as entropy and saliency, are insufficient to express semantics.
Selecting views based on such features will potentially fail to fulfill
purposes of exhibiting different scenes.

Since defining rules to select optimal views for a 3D indoor scene
is challenging, we achieve the goal by imitating popular photos on
the Internet. To imitate a specific photo, we first apply the scene
parsing method [CZP∗18] to label the object of each pixel, and
then compute the object contours. Because 3D virtual objects are
often manually created, we assume that the object labels are known
in advance. The goal is to select a view for the 3D indoor scene
by optimizing the similarity of corresponding object contours be-
tween the view and the photo. Specifically, the contour errors of
corresponding objects between the selected view and the imitated
photo are measured. A set of camera parameters, such as position,
view direction, and field of view, which can minimize the error is
then determined.

The selected view is not guaranteed similar to the imitated photo
because object arrangements in the 3D scene and the photo (real
world) can be different. These views are invalid and often contain
significant contour errors. An intuitive way to prevent such a prob-
lem is to find photos, in which the object arrangements are highly
similar to those in the 3D scene, before the imitating process. How-
ever, measuring the similarity of object arrangements between a
photo and a 3D scene is not easy because either scene reconstruc-
tion from a photo or view selection for a 3D scene should proceed.
Therefore, in this study, we select views for the 3D scene by imi-
tating many popular photos. The idea is based on voting and the as-
sumption that visually appealing yet dissimilar views are not many.
In other words, popular photos, in which object arrangements are
similar to those in the 3D scene, would guide our system to select
views from a small number of normal distributions. Therefore, we
cluster the many selected views and choose only the cluster centers,
denoted as representative views, to exhibit the 3D scene. Note that
the cluster center is a weighted average of views. The weight of a
view is determined based on its contour error. In this way, popular
photos, in which the object arrangements are dissimilar to the 3D
scene, have little influence on the final result.

We demonstrate the feasibility of our method on a variety of
indoor scenes, such as living rooms, bedrooms, bathrooms, and
kitchens. The selected views shown in Figures 1, 2, and 4 are vi-
sually appealing and can exhibit important characteristics of the
scenes. We also conducted a user study with 60 participants to eval-
uate whether our objective ranking and the subjective ranking are
consistent. The results demonstrate the feasibility of our system.

2. Related Works

Best view selection. Finding the best view of a 3D model is
beneficial for many applications, such as thumbnail generation
[MS09], object recognition [DDA∗04], and image-based modeling
[VFSH03]. The goal of this view is to reveal as much information
about an object as possible so that people can distinguish the ob-
ject from others. Blanz et al. [BTB99] introduced four attributes to
determine a so-called canonical view: goodness for recognition, fa-
miliarity, functionality, and aesthetic. Psychophysical experiments

have demonstrated that a canonical view often corresponds to the
classical three-quarter view [BTB99, Pal81].

A large body of literature has focused on selecting the best
views for 3D models. Many of these studies are based on low-
level features, such as entropy [VFSH01, VFSL02] and saliency
[LVJ05, SLT13, TFTN05]. The methods aim to identify a view that
can reveal as many features as possible. However, since a certain
type of low-level feature is not sufficient to capture the semantics of
a 3D model, Polonsky et al. [PPB∗05] presented a visual descrip-
tor that comprises several features, such as surface area entropy,
visibility ratio, curvature entropy, and surface entropy, and maxi-
mized the descriptor to obtain the best view. In addition, Kucerova
et al. [KVC13] implemented three approaches (i.e., based on geom-
etry, entropy, and visual attention) to determine the best views of a
set of 3D models. They then compared the results and conducted
a user study to identify which method outperforms the others in
which kinds of 3D models.

View selection methods that consider semantics are diverse.
Mortara et al. [MS09] partitioned the model into semantic compo-
nents, and then attempted to obtain the view that can reveal most of
the components. Denton et al. [DDA∗04] pointed out that the best
view is a view that is dissimilar to others. Their presented method
removes equivalent views in the view space to achieve the goal.
Laga [Lag10] assumed that the best views of a 3D model are views
that allow discriminating the model from other models. He formu-
lated the best view selection problem as a classification and fea-
ture selection problem. Vázquez [Váz09] computed the stability of
a view according to depth maps, without prior knowledge on the
geometry or orientation of an object, to select best views. Liu et
al. [LZH12] applied Internet images to vote for the best view. The
object’s shape and saliency are utilized to determine the view that is
similar to an Internet image. Different from the previous methods,
our system selects views for an indoor scene rather than an individ-
ual object. Problems, such as occlusions, aesthetics, and different
object arrangements between the 3D scene and the photo, occur. In
addition, our system has to select several views rather than a single
view to exhibit an indoor scene. A system that is similar to ours was
presented by Genova et al. [GSCF17], which was built to generate
training sets for the computer vision tasks. To reduce the gap be-
tween synthesized and real samples, the system selects views that
are similar to real photos by minimizing the spatial distribution of
each semantic object category.

3. View Selection Algorithm

We present a fully automatic system to select views of an indoor
scene by imitating popular photos on the Internet. To achieve the
aim, the first goal is to obtain object arrangements of each photo.
We apply the scene parsing technique [CZP∗18] to identify the ob-
ject of each pixel, and then determine object contours by tracing
the segmentation boundaries. On the other hand, we assume that
each object, such as a chair, sofa or bed, in a 3D scene is known
in advance because 3D scenes are in general created manually or
by an optimal object arrangement method [AON05, YYT∗11]. To
obtain the object label of each pixel in the rendered views, we first
colorize each 3D object by a unique color according to its label
and then render the scene without illumination. Under this circum-
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stance, the label of each pixel in the view can be easily identified
by color examination. After that, similarly, we trace segmentation
boundaries to extract object contours in each view.

Popular photos can be retrieved from many web pages, such as
Google and Instagram. Users can query a keyword on the page and
then download the photos for our system to imitate. In our imple-
mentation, we retrieve photos from Flickr because the Flickr API †

provides the number of views of each photo. This number, to a cer-
tain degree, reflects how appealing a photo is. The first 200 most-
viewed photos on the page, which were clicked to watch from thou-
sands to 0.1 million times, were used in this study.

Our system selects as many views as the photos it imitates. Be-
cause object arrangements in the scene and the photo can be differ-
ent, a part of the selected views would be dissimilar to the imitated
photos. These views are invalid and often contain significant con-
tour errors. On the other hand, since visually appealing yet dissim-
ilar views in a 3D scene are not many, popular photos, in which the
object arrangements are similar to those in the scene, would guide
our system to select views from a small number of normal distri-
butions. Accordingly, we apply the mean-shift algorithm to cluster
the selected views. The center view in each cluster is computed
by weighted average, in which the weight of a view is determined
based on the contour error.

3.1. Imitating the View from a Photo

Given a 3D scene S3D, our goal is to find a view S2D that is vi-
sually similar to a popular photo R. Let {s, t} ∈ L be the pair of
corresponding objects, and let P = {p1,p2, ...} be the object con-
tour, where pi ∈ R2 is a contour point. We compute the camera
position (x,y,z), view direction (θ,φ), and field of view λ, that can
minimize the deviation of corresponding object contours Ps and Pt .
The view direction is defined in the spherical coordinate, and the up
vector of the camera is upward. Specifically, we compute the view
by minimizing

E(v) = 1
α

∑
{s,t}∈L

1
β|Ψs,t | ∑

{i, j}∈Ψs,t

∣∣ps
i −pt

j
∣∣ (1)

where v = (x,y,z,θ,φ,λ), 0 < α ≤ 1 is the ratio of the summed
area of the reference objects, Ψ is the set of corresponding points,
and β is the diagonal length of an image. It is worth noting that high
similarity between the selected view and the imitated photo implies
a large corresponding object area. Accordingly, we divide the mean
contour error by a scalar α, which is expected to be a large value.

Minimizing Equation 1 is challenging because objects in a 3D
scene and a photo can be different, and the correspondence of
objects is unknown. Therefore, we adopt a heuristic method that
solves the camera parameters in three steps. First, we find h pairs of
corresponding objects between the 3D scene and the photo (h = 3
in our implementation). The pairs can be arbitrary, and all possi-
ble combinations will be tested. For each pair set, we compute an
initial view of the scene by aligning the centroids of correspond-
ing objects. Then, we refine the view by minimizing contour errors

† https://www.flickr.com/services/api/

Figure 2: (Left) A popular photo on the Internet. (Right) Our sys-
tem imitates the photo to select views. Notice that the object ar-
rangements in the 3D scene and the photo can be partially similar.
The chairs and the TV are not considered when the system selects
the view. Three pairs of corresponding objects that are arranged
similarly are allowed.

(Equation 1). While there will be many views selected according
to different object combinations, we keep only one view that has
the lowest energy, which implies that the view is the most similar
to the photo in object arrangements. Finally, we test the remaining
corresponding object pairs one by one and check if adding the pair
to the pair set can further reduce the energy. The system stops when
no pairs of corresponding objects can be added.

Figure 2 shows a selected view and the imitated photo. We point
out that object arrangements in the view and the photo can be par-
tially similar because the minimum number of corresponding ob-
jects is three. In other words, although minimizing Equation 1 ex-
pects the corresponding areas in the view and the photo to be large,
our system does not attempt to find a view that looks the same to
the photo, which is impossible.

3.1.1. Initial View

Our system determines the view by starting from a set of corre-
sponding objects between the 3D scene and the photo. However,
although the corresponding objects are set as known variables,
Equation 1 is still nonlinear because the correspondence of con-
tour points is unknown. To prevent the system from rapidly falling
into a local minimum, we first compute an initial view by align-
ing the objects’ centroids. Then, the view is iteratively updated to
minimize the deviation of corresponding contours. Since defining
a unique view demands six unknown variables, this initial view is
determined by three pairs of corresponding objects. Let cs and ct be
the centroids of corresponding objects in the 3D scene S3D and the
photo R, respectively. To obtain the initial view, we compute the
camera parameters v = {x,y,z,θ,φ,λ} that can minimize the term

Ec(v) =
h

∑
i=1

∣∣Mcs
i − ct

i
∣∣ (2)

where h = 3 is the number of corresponding objects, and M is the
projection matrix determined from the unknown camera parame-
ters. To prevent target objects from being occluded, we further con-
sider the term

Eo(v) = ∑
i

xi, where xi =

{
ε if cs

i is occluded
0 otherwise

(3)
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when computing the parameters. We set ε to a large value (ε =
100 in our experiments) because object occlusion is not allowed.
To accelerate the occlusion test, we applied the bounding volume
hierarchy technique [Eri04] to examine the occlusion of centroids.

We minimize the objective function Ec + Eo by applying the
downhill simplex algorithm to obtain the initial view. Since there
are six unknown variables, the initial simplex is defined by seven
randomly generated vertices. Each vertex corresponds to a solution.
Because target objects should be in front of the camera, we initial-
ize the simplex vertices based on the positions of objects rather
than pure randomness. Specifically, the camera positions (x, y, z)
are constrained to be away from the centroids within a reasonable
distance; the view directions (θ,φ) should point at the center of ob-
jects, and the field of view λ is within 40-80 degrees. In each step
of the optimization, we transform the temporary camera parameters
to the projection matrix for evaluating the view quality (Equation
1) and then update the simplex vertices. The process repeats until
its shape is shrunk to a point, which is the final solution. Because
of the random strategy used in the downhill simplex method, we re-
peat the minimization process ten times and choose the optimum.

3.1.2. View Refinement

Corresponding objects in the initial view S2D and the photo R
would appear at similar positions. However, the orientations of
these objects may be different (see Figure 1). As stated previously,
Ps and Pr are the corresponding contours in S2D and R, respec-
tively. Our goal is to fine tune the view by making contours Ps

and Pr as similar as possible. In other words, we assume that L
is known, which is obtained from the previous step, and minimize
Equation 1. Because the unknown view and the correspondence of
contour points are correlated, the objective function is minimized
by applying the iterative closest points (ICP) method [Zha94], i.e.,
these two unknown variables are alternatively and iteratively up-
dated. At one step, we compute the set Ψs,t based on the distance
of points. The pair {i, j} is added to Ψs,t if either ps

i is closest to
pr

j or pr
j is closest to ps

i . At the other step, similar to the way of
minimizing Equation 2, we apply the downhill simplex method to
update the view and minimize the distance of corresponding con-
tour points. The process repeats until the system converges.

We add the fourth corresponding object to the system and check
whether Equation 1 can be further reduced because the goal is to
consider as many objects in the popular photo as possible. The view
is then updated by the above-mentioned algorithm. Once the fourth
corresponding object is successfully added, we consider the fifth,
sixth, etc., until the objective function stops decreasing.

3.2. Representative Views

Our system imitates a certain number of popular photos to select
views for an indoor scene. If object arrangements in the photo and
the 3D scene are similar, the photo guides our system to select a
valid view. However, if this is not the case, the selected view is in-
valid and visually dissimilar to the photo. Under this circumstance,
the contour error determined by Equation 1 is large. Considering
that visually appealing yet dissimilar views of an indoor scene are
not many, the valid views will be selected from a small number

(a) (b) (c)

(d) (e)

Figure 3: We obtain visual similarity of two views by comparing
object distributions. (a - c) Three views selected for a 3D scene, in
which the object of each pixel is represented by color. (d) and (e)
The comparisons of views (a) (b) and views (a) (c). Black and white
indicate that objects at an identical position are different and the
same, respectively. We count the number of black pixels to deter-
mine the distance of two views.

of normal distributions. Accordingly, we apply the mean-shift al-
gorithm to cluster views. The cluster centers, denoted as represen-
tative views, will be selected to exhibit the 3D scene. The cluster
center is a weighted average of views, in which the weight of each
view is determined by its contour error. This strategy can minimize
negative effects caused by the invalid views.

Generating view clusters can be achieved by merging views if
their camera parameters are numerically alike. In our implemen-
tation, we normalize each parameter to the range of [0, 1] before
computing the camera distance Dc. Considering that distinct cam-
era parameters do not guarantee that the views are visually differ-
ent, we additionally consider object distributions between views
and measure their visual distance Dv. To achieve this goal, we col-
orize predefined 3D objects by a unique color and render the views
without considering illumination, as illustrated in Figure 3 (a)-(c).
Since colors represent object labels, we measure the visual distance
of two views by counting the number of corresponding pixels (i.e.,
located at the same position) that are in different colors (Figure 3
(d)-(e)). Note that the pixels of floor, wall, or ceiling are not consid-
ered during the computation of Dv. The distance is then normalized
by the number of valid pixels of the two views. Then, we sum the
distances to determine view similarity of i and j by using the term

Dc(i, j)+Dv(i, j), where Dc(i, j) =
∣∣vi−v j

∣∣ . (4)

We compute the representative view of each cluster by weighted
average. The weight of each selected view is determined based on
its contour error. Specifically, let i be the view index and E(v) be
the contour error (Equation 1), we determine the weight by

wi = e
−(E(vi)−µ)2

2σ2 , (5)
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Figure 4: The five top-ranked views of indoor scenes selected by our system. S1-S8 are the scene indexes.
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where µ and σ are the minimum and the standard deviation of E(v),
respectively, among the views.

3.3. View Ranking

We rank the representative view mainly based on the averaged con-
tour errors (E(v) in Equation 1) of the corresponding cluster. A
small error implies high similarity to the imitated photos. Let i be
the cluster index, and Φi be the set of views in cluster i. We score
the representative view by

Gi =
1

|Φi|−1
×

∑ j∈Φi
w j ·E(v j)

∑ j∈Φi
w j

. (6)

Note that we divide the mean contour error by |Φi| − 1 because a
very small cluster is potentially an outlier. This strategy also en-
courages the system to rank the cluster with more views anterior
because the view is more popular.

4. Results and Discussion

We have implemented our algorithm and run the program on a
desktop PC with Intel Core i7 3.0 GHz CPU. A variety of indoor
scenes, such as bedrooms, living rooms, kitchens, and bathrooms,
were tested and the results are shown in Figures 1, 2, and 4. As can
be seen, the views selected by our system appear reasonable and vi-
sually appealing. No object is exceptionally close to the camera; no
views are simply composed of a wall, ceiling, or floor; and there are
no views in which objects are upside down. Since the goal of our
system is to imitate how photographers take pictures rather than
maximizing the view information, the selected views are not al-
ways informative. These results are reasonable because people will
be willing to pay attention to show the functionality of furniture
when several views are selected to exhibit a scene.

The computation cost of our system is proportional to the num-
ber of photos it considers. In our current unoptimized implemen-
tation, the system takes about 20 minutes to hours to select views
for a scene. The time is mainly caused by finding the best corre-
spondence of objects in the 3D scene and the photo. Specifically,
although the system computes only one view for the scene when
it imitates a photo, it has to test many object correspondences. In
our current implementation, objects in different categories do not
correspond, and objects on the photo that have too small areas (less
than 1%) are not considered because of the small value of α in
the objective function (Equation 1). To improve the system perfor-
mance, in the future, we plan to leverage the GPU acceleration and
skip the photos in which the object arrangements are very different
from that of the 3D scene.

4.1. Evaluation

Our system selects a view similar to the popular photo by applying
a heuristic method. To understand whether this method works well
in view selection, we evaluate the system as follows.

4.1.1. Stability of downhill simplex optimizer

The initial vertex positions used in the downhill simplex method
are randomly generated. In other words, the system does not guar-
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Figure 5: We tested the stability of the downhill simplex method by
repeating the experiment 100 times under the same condition, ex-
cept the initial shape of simplex. The photo used in the experiment
is shown in the middle. (Left) We computed the distance from the
central view to each individual view and showed the histogram of
distance distribution. The horizontal and the vertical coordinates
indicate the distance and the number of views, respectively. (Right)
The views that are closest (top) and farthest (bottom) to the central
view. As indicated, our system is stable to the initial shape of sim-
plex because the closest and the farthest views are visually similar.

Figure 6: Left and right are the photo and the selected view. The
overall object arrangements in the scenes are similar. However, the
contours of the corresponding objects are not (indicated by the dot-
ted curves). Under this circumstance, our system degenerates to re-
tain the object positions because it solves the camera position, view
direction, and the view angle to minimize the objective function.

antee that the obtained solutions are identical when it converges, al-
though the objective function is untouched. However, we observed
that the results are quite similar in the experiments. To verify the
observation, we repeated the optimization process 100 times, and
then visualized the results. That is, we computed 100 views for a
3D scene by imitating the same photo, where the corresponding ob-
jects between the scene and the photo are predefined. After that, we
determined the central view from the results and compute the cam-
era distance between this central view and each individual view.
The distance is then normalized to the range among [0, 1]. Figure 5
left shows the histogram of distance distribution. We also show the
views that are closest and farthest from the central view in Figure 5
right. Notice that the views are visually similar.

4.1.2. Different shapes and arrangements of scene objects

Corresponding objects in the 3D scene and the photo can be dif-
ferent in shape. Under this circumstance, the selected view holds
a large contour error, although the object arrangements are similar.
Figure 6 shows an example. Similarly, the object arrangements in
the 3D scene and the photo can be different. While there are fewer
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Figure 7: (Top) Popular photos. (Bottom) The selected views.
While the selected view is dissimilar to the corresponding photo,
its contour error is large and will be assigned a small weight dur-
ing the computation of representative views. The contour errors of
the left and right examples are 0.99 and 0.13, and the assigned
weights are 0.03 and 0.90, respectively.

than three pairs of corresponding objects between the scene and the
photo, we simply neglect the photo because computing the initial
view necessitates at least three pairs of centroids. In the case that
there are enough corresponding objects but the objects are in differ-
ent arrangements, the selected view can be dissimilar to the photo.
These selected views hold a large contour error as well.

Our system considers many popular photos to ease the problems
caused by different object shapes and object arrangements. Specif-
ically, it selects many views for an indoor scene, clusters the views
by using the mean-shift algorithm and then determines the repre-
sentative view of each cluster by the weighted average. Since the
views with large contour errors will be assigned a small weight,
they have little influence on determining the representative view.
Figure 7 shows the selected views, the corresponding photos, the
contour errors, and the weights of the views. Therefore, although
the selected views are not always satisfactory, in our experiment,
the representative views are adequate because they must be similar
to a certain number of popular photos.

4.2. Aspect Ratio of a View

The most common aspect ratios used today in photography are 4:3
and 16:9. The vertical and horizontal coordinates can be switched.
However, we set the view aspect ratio to 4:3 in our current system
because it is the majority of the popular photos. Since our system
is example based, it can be easily adapted to select views of other
aspect ratios, by imitating a different set of photos.

4.3. Limitations

The selected view can be dissimilar to the photo because of sev-
eral reasons, such as different shapes and arrangements of corre-

curtainbed

door

floor

wall

sofa

base cushion

painting

Figure 8: (Left and middle) The scene parsing method mis-
classifies a large part of the bed as sofa. (Right) The selected view
is dissimilar to the photo.
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User Ranking

Best Middle Worse

Figure 9: Subjective scores of the views that are rated the best,
middle, and the worse by our system. The order of the scene is the
same to the order in Figure 4.

sponding objects, and imperfect scene parsing results (Figure 8).
Besides, our system applies a heuristic method to minimize con-
tour errors for view selection. The searching space is large when
there are many corresponding objects, and the selected views are
not guaranteed optimal. These views may look awkward. To ease
the problem, our system imitates a large number of photos and then
determines the representative view by the weighted average. How-
ever, the problem would appear if the number of imitated photos
is small because a smaller view cluster is less reliable. We believe
that imitating more photos can improve the quality of the results,
with the price of more computational cost. Finally, our system does
not learn how to select views for indoor scenes, but imitate popular
photos on the Internet to achieve the goal. It has to consider many
photos and takes lots of computation when selecting views for each
scene.

5. User Study

Our system ranks the view based on the popularity and degree of
similarity to the imitated photos. To evaluate whether the computed
and subjective rankings are consistent, we conducted a user study
and asked the participants to rate the views selected by our sys-
tem. Specifically, we created a questionnaire with eight questions
and posted the questionnaire on the Internet. In each question, three
views, which were ranked at the first, middle and the last positions,
were listed. The order of questions was randomly generated. The
participants were asked to rate the photos subjectively according to
their preferences. The best to the worst views were rated by 5 to 1,
respectively. To control the experiment, we instructed the partici-
pant on the first page of the questionnaire that a view with a high
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score should be attractive and can motivate people to explore the
scene. In the end, we got the answers from 60 participants.

Figure 9 shows the results. In each view set (question), we listed
the bar charts from left to right according to the rank given by our
system to facilitate interpretation. Ideally, the heights of the bar
charts should be monotonously decreasing from left to right be-
cause a high quality view deserves a high score. As can be seen,
our ranking algorithm was able to reflect the participants’ prefer-
ence. One exception was in S1 (Figure 4). The participants gave the
top-ranked view the second highest score. The variation was small
since the top-rank view was visually appealing as well. The top-
ranked view in S7 has the same problem. The participants disliked
the top-ranked view by our system because the kitchen counter was
too close to the camera. However, we found that many photos in the
database that were similar to this view. Perhaps the reason was di-
verse preferences of ordinary people in different regions and ages.

6. Conclusions

We have presented a system to select views for indoor scenes by
imitating popular photos on the Internet. The system achieves the
goal by minimizing the contour deviation of corresponding objects
between the selected view and the photo. Considering that object
arrangements in the scene and the photo can be different, it im-
itates a certain number of photos, clusters the selected views, and
then determines the representative view of each cluster by weighted
average. Although popular photos are not always high-quality, and
object arrangements in the photos may be dissimilar to those of the
3D scene, this automatic process allows the system to select views
for various scenes as long as there are photos to imitate. Currently,
we refer to the number of views as quality. In the future, we will
consider other attributes, such as the number of likes, downloads,
and reshares. It is also possible to apply a machine learning tech-
nique to determine the quality of the photos.

Our current system is designed to select views for 3D virtual in-
door scenes, in which objects in the scenes are well-defined. Con-
sidering that 3D scanners are becoming increasingly inexpensive,
and scene-understanding techniques have been improved by ad-
vancements in deep neural networks, we plan to present a system
that can take photos for real scenes in future. Specifically, 3D point
clouds of a scene can be scanned by a drone, and then the cate-
gories of objects in the scene are identified. In this way, we extend
the view selection system for virtual scenes to an automatic photo
taking system in reality. In addition, taking visually appealing pho-
tos should consider not only the view, but also lighting conditions.
We plan to study light settings in popular photos and incorporate
the knowledge in the future system.
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