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Abstract—We propose a fusion network model for handwriting
recognition. The model consists of a feedforward fully connected
neural network (FNN) and a convolutional neural network
(CNN). For a given handwriting trajectory, we generate two types
of inputs for the FNN and CNN networks, respectively. Each of
the networks produces a confidence vector for a handwriting
trajectory. Subsequently, the fused result is the element-wise
product of the two confidence vectors. We evaluated the proposed
fusion network on two data sets, namely RTD and 6DMG, which
contain alphabetic and numeric handwriting data. Five-fold cross
validation was adopted. The average accuracy of our fusion
network achieved 99.77% on the alphabetic data and 99.83%
on the numeric data of the 6DMG data set, and 99.61% on the
RTD data set. Finally, we compared the fusion network with
three state-of-the-art techniques.

Index Terms—handwriting recognition, feedforward fully con-
nected neural network, convolutional neural network, fusion
neural network

I. INTRODUCTION

Hand gesture recognition provides an intuitive way to

control using various hand gestures in a wide range of

applications [1] [2]. A hand gesture recognition system has

three stages, namely hand detection, hand gesture spotting,

and hand gesture recognition. This paper focuses on the last

stage. There are two types of hand gestures, namely static

and dynamic gestures [3] [4]. A static hand gesture is a kind

of static poses of hands, such as the OK sign and thumbs

up [5], [6]. A dynamic hand gesture involves a hand motion

consisting of a sequence of points that form a trajectory [7]

[8]. Trajectory-based methods are popular in dynamic hand

gesture recognition systems, which use the sequences of hand

coordinates for recognition. Air handwriting recognition is a

kind of dynamic hand gesture recognition for alphabets or

numbers.

To recognize the dynamic hand gestures, Support Vector

Machine (SVM) and Hidden Markov Model (HMM) [9] have

been widely used [10] [11]. Yann et al. proposed a LeNet-

5 convolutional neural network using a 28x28 handwriting

character images for character recognition [12]. Nowadays,

deep learning based methods become the main techniques

for dynamic hand gesture recognition because of their high

accuracy. Fusion neural networks learn multiple features and

then combine these features for recognition. Hakim et al.

[13] combined a long-short term memory (LSTM) and a 3D

(dimensional) convolutional neural network (CNN) to learn

temporal and spatial features, respectively. Molchanov et al.

[7] used two 3D (dimensional) CNN models to extract the

features. The final result is obtained by fusing the confidence

vectors produced by the two CNNs based on element-wise

multiplication.

In this paper, we propose a fusion network that uses a

sequence of coordinates and trajectory images of alphabets and

numbers as inputs of a fully-connected neural network (FNN)

and a CNN, respectively. Colored strokes are used for captur-

ing features of hand gesture trajectories, including directions

and velocities. The FNN is used for learning temporal features

of gesture trajectories and the CNN learns spatial features

of trajectory images. We adopted the 5-fold cross validation

scheme to evaluate the FNN, CNN, and fusion networks on

two data sets, namely 6DMG [14] and RTD [15]. Our fusion

network outperformed Alam’s [15], Yana’s [16], and Xu’s [17]

models.

II. RELATED WORK

Singha et al. evaluated several classifiers for hand gestures,

including the FNN, Support Vector Machine, k-th Nearest

Neighbor, Naïve Bayes, and Extreme Learning Machine [18].

The result showed that the FNN achieved the highest accuracy

compared to other classifiers. The CNNs have been employed

for recognizing hand gestures because of their advantages

on capturing spatial features of gesture trajectories [19] [20]

[21] [22]. Hu et al. proposed to use a CNN which takes

static trajectory images as inputs for dynamic hand gesture

recognition [23]. Köpüklü et al. proposed to use a three-

dimensional CNN for extracting the temporal features of hand

gestures [24]. Alam et al. [15] proposed two architectures

which have two LSTM layers [25] and a CNN for air hand-

writing recognition, respectively. Xu et al. [17] proposed a

model to address unsupervised inertia-trajectory translation

for character-level in air-handwriting. The main idea is that

feature-level adversarial training is employed to the model.

Thus, the model can map inertial and trajectory samples into

semantic representations in a latent space.

Classifier fusion is a way to use two or more classifiers

and combines the features or decisions for computing the

final result. Singha et al. proposed a majority-voting method

[11] to combine results obtained from several models for im-

proving recognition performance. Molchanov et al. proposed

an architecture consisting of two CNNs which take RGB-D

hand images as inputs [7]. The final result is the element-wise

product of multiple spatial scales obtained from the CNNs.
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Guillaume et al. combined two CNN models and a residual

network model. The fused result is a combination of three

computed features produced by the three models [8]. Hakim

et al. [13] combined a 3D CNN and an LSTM to extract both

spatial and temporal features, respectively. Then three different

fusion models were evaluated for their performances [13].

Molchanov et al. proposed a model consisting of a 3D CNN

and a recurrent neural network (RNN) [26]. Yana and Onoye

proposed a fusion network using a CNN and a bidirectional

LSTM [16].

III. DATASET

We employ two data sets, namely the 6DMG (6D Motion

Gesture) and RTD (RealSense trajectory digits). They contain

dynamic hand gestures. Figure 1 shows some examples of the

two data sets.

Fig. 1: Samples. Left: 6DMG. Right: RTD.

The 6DMG data set contains 6 DOF motion data and

air handwriting data. It contains three kinds of data, motion

gestures data, air-handwriting data, and air-finger writing data.

Air-handwriting data set contains 600 numeric data and 6500

alphabetic data. They were written in a unique stroke. In the

numeric data set, each number is repeated ten times with

6 participants. In the alphabetic data set, each alphabet is

repeated ten times but with 25 participants. We only use the

numeric data set and the upper case alphabets from "A" to "Z"

in the air handwriting data set. The position data are used as

input trajectories.

The RTD data set contains the air handwriting digits [15].

20000 hand trajectories were collected through an Intel Re-

alSense SR300 camera. Each trajectory consists of a sequence

of three-dimensional coordinates. Let S be the sequence of

the coordinates of a gesture trajectory. The data format of S
is as follows:

S = {(x1, y1, z1), (x2, y2, z2), · · · , (xn, yn, zn)},
where n is the length of the gesture sequence. The z values

are depth.

IV. FUSION NEURAL NETWORK

Figure 2 shows our fusion neural network. The network

consists of a feedforward FNN and a CNN. The architecture

of CNN is based on Lenet-5 [12]. We need to determine

the best combination of image input sizes, kernel sizes, and

number of kernels because they affect greatly the recognition

performance [27].

The entire process has two major stages, namely preprocess-

ing and training. The preprocessing stage normalizes the data

of the two data sets. Then it generates coordinate sequences

and produces trajectory images. In the training stage, the

networks are optimized based on a loss function. Finally, we

evaluate the performance of the fusion network on testing data

based on 5-fold cross validation.

A. Preprocessing

We normalize the position coordinates (x and y) of each

data point of all trajectories to the interval [0, 1]. The depth-

values of the data points are discarded. The FNN of our model

takes an input sequence of coordinates of a hand gesture

trajectory. Each input sequence has a fixed length � which is set

to 100. Thus, we use the nearest neighbor interpolation [28] to

resample each trajectory sequence to obtain the corresponding

input sequence.

We use the input sequences to generate the corresponding

trajectory images. The input size of each trajectory image is m
by m pixels. We adopt Algorithm 1 to rescale the coordinates

of each point to the interval [0,m− 1]. Here, we set m to 48.

The following describes the purposes of Algorithm 1. Lines
1 to 3: Initialize variables. The padding space is required

so that the strokes are contained inside the trajectory image.

Line 4: Iterate all the gesture data. Process each of them, S.

Lines 5-14: Determine the scaling factors, w′ and h′. xmin

and xmax are the minimum and maximum x-coordinates of S,

respectively. ymin and ymax are the minimum and maximum

y-coordinates of S, respectively. Lines 15-18: x̂i and ŷi are

the normalized coordinates inside the interval [0,m− 1].

Algorithm 1: Normalization of trajectory coordinates

1 w = h = m;
2 p = 4 ; padding size;
3 wmax = w − 2 ∗ p ; max width;
4 for S ← get a trajectory from database do
5 Δx = xmax − xmin;
6 Δy = ymax − ymin;

7 α = Δx
Δy

; aspect ratio;

8 if α > 1 then
9 w′ = wmax

α
;

10 h′ = wmax;
11 else
12 w′ = wmax;
13 h′ = αwmax;
14 end
15 for i← 1 to n do
16 x̂i = (xi − xmin)

w′
Δx

+ w − w′
2

;

17 ŷi = (yi − ymin)
h′
Δy

+ h− h′
2

;

18 end
19 end

We describe how to produce a trajectory image for an

input sequence as follows. At each data point of the input

sequence we draw a colored stroke which is a square. The

dimension of the colored stroke is 2x2 (Figure 3(a)). The

colored stroke consists of blue, green, and red components.

The blue and green components represent the spatial feature

of a trajectory while the red component represents the temporal

feature. The red component is computed as r = i
n , where i is

the index of the data point and n is the length of the sequence.

8

Authorized licensed use limited to: National Chiao Tung Univ.. Downloaded on July 06,2022 at 09:59:57 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 2: Our fusion network architecture. The FNN accepts 100 sequence points and each point has two coordinates. In the

CNN, the number of kernels in the first, second, and third convolutional layers are 32, 64, and 128, respectively. The number

of kernels in the next layer is twice that of the previous layer. The kernel size of all convolutional layers is 5x5.

Fig. 3: (a) Colored stroke (green and blue). (b,c,d) Trajectory image of digit 0. (b) Original. (c) Normalized. (d) Normalized

with colored stroke. (e) Colored trajectory images for some numbers and letters in 6DMG.

Figures 3(b,c,d) shows the original and normalized trajectory

images for digit 0. The trajectory part that is drawn at the

latter stage appears to be reddish or yellowish. The colored

stroke is useful for representing directions and velocities of

the respective trajectory. Figure 3(e) shows some examples.

In the 6DMG data set, we divide the data into four different

types of data. The first three types are 1) numeric data, 2)

alphabetic data, and 3) numeric and alphabetic data. The fourth

type contains numeric and alphabetic data without digits 1 and

0, and letters I and O. These two pairs (i.e., (digit zero, letter

O) and (digit one, letter I)) are ambiguous. Figure 4 shows

that the trajectory images of letters I and O are almost the

same as digits one and zero, respectively.

B. Training stage

The network parameters are updated to minimize the loss

function which is the multiclass cross-entropy [29] [30].

Denote L(W ) as the loss function with parameters W (i.e.,

Fig. 4: Two pairs of ambiguous symbols in 6DMG. Left

column: digits zero and one. Right column: letters O and I.

weights), N the number of the training sequences, and M the

number of classes. L(W ) is defined as:

L(W ) = − 1

N

N∑

i=1

M∑

j=1

log(P (cj|xi,W )),

where xi is the gesture input and P (cj |xi,W ) is the

probability for the data of the j-th class. We used Adam [31]

to perform optimization on a single NVIDIA GeForce 1070
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to train the networks. The batch size was 256 and the learning

rate was 0.001. The dropout rate was 0.5 for preventing

overfitting. We trained each neural network (FNN or CNN) for

200 epochs. Figure 5 shows the learning and accuracy curves.

For the numeric data of 6DMG, the training times were 3.52

sec for FNN and 24.55 sec for CNN. For the alphabetic data

of 6DMG, the training times were 15.88 sec for FNN and

192.99 sec for CNN. For the RTD data set, the training times

were 35.35 sec for FNN and 726.75 sec for CNN. After the

training stage, we proceeded to the testing stage to evaluate the

performance of the networks. The testing time on the fusion

network was about 3.0 ms per gesture trajectory on average.

V. EXPERIMENTS AND RESULTS

We evaluated the performances of CNN structures with

different combinations of input sizes, number of kernels,

and kernel sizes. So that we could determine the best CNN

structure. We trained twelve different CNN structures on the

four types of data in the 6DMG data set. Table I shows the

results. The accuracy for the numeric and alphabetic data is

the lowest because of the two ambiguous pairs. However, the

accuracy of the fusion result increases by up to 1.12% (see the

setting (3x3, 16)). Thus, the FNN is useful to distinguish for

the two ambiguous pairs. Furthermore, the results show that

the fusion network indeed improves the overall accuracy. Table

II shows the recognition accuracy on the RTD data set. The

fusion network performs better than the CNN structures on

average. Based on the results, we used 482 as the image size,

and kernel size was 5x5. The number of kernels in the first

convolution layer was 32 and the numbers of kernels in the

next two layers were adjusted accordingly. We compared the

fusion network with Alam’s [15], Yana’s [16], and Xu’s [17]

models. Table III shows that our fusion network outperforms

all of them.

A. Performance Analysis of Our Networks

Table IV shows that the red component is useful. We

compared the performance of the proposed fusion network

with and without colored strokes, as shown in Table V. The

CNN performs better for images with colored strokes than

binary images on the three data sets (Alphabetic, Both, w/o

ambiguous pairs) of 6DMG. This is because the colored

strokes help encode the corner turning features of the gestures

in the same class. However, the accuracy is higher for using

binary images than images with colored strokes on the numeric

data (98.83% in the two CNNs without/with the red channel).

Table VI shows the result on the RTD data set. As can

be seen, the fusion results on the numeric and alphabetic

data are little bit better for using images with colored strokes

than binary images. However, we believe that the result is not

reliable because of the two ambiguous pairs.

B. Discussion of fusion results

We analyze how the fusion network improves the overall

performance. We collected some failure cases for the CNN but

could be recognized correctly by the fusion network. CNN is

good at learning spatial information, but the trajectory images

of the same class vary. CNN may not handle special cases

well. Figure 6 shows some samples of letters P and B in the

6DMG data set. Figure 7a shows a case that the CNN cannot

recognize a letter B. The CNN recognizes the letter B as letter

P because the vertical line occupies more region than that of

most training data. However, the FNN focuses on the upper

part of the trajectory, resulting in a higher confidence for this

letter B. Figure 7b shows a case that the CNN cannot recognize

a digit 9 in the RTD data set. The CNN recognizes the digit

9 as digit 0. The circle part of the digit 9 is larger than that

of most training data and the second stroke is a straight line

rather than a bit curved line. However, the FNN recognizes

this digit 9 correctly.

VI. CONCLUSION

We propose a fusion network for handwriting recognition.

The network combines a feedforward FNN and a CNN.

The FNN and the CNN take a coordinate sequence and a

trajectory image with color strokes as input, respectively. The

color strokes implicitly encode the velocity, direction, and

temporal features in the trajectory images. We evaluated the

proposed fusion network on the 6DMG and RTD data sets. The

experiment results showed that the accuracy of the proposed

fusion network was higher than three state-of-the-art models

which were Alam’s [15], Yana’s [16], and Xu’s [17] models.

For the RTD data set, the accuracy of our method was 99.61%.

For the 6DMG data set, we achieved 99.83% accuracy on the

numeric data set and 99.77% on the alphabetic data set.
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