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## Ahstraet

Professor Fettweis as far back as 1977 published a paper generalizing McClellan transformation to obtain circular symmetry in 2-D and spherical, hyper-spherical symmetries in multidimensional digital filters [1]. This survey paper presents state-of-the-art two-dimensional (2-D) VLSI digital filter architectures possessing various symmetries in the filter magnitude response. Preceding the symmetry structures, a generalized formulation is given that allows the derivation of various new 2-D VLSI filter structures of any order without global broadcast. Following

[^0]Date of publication: 11 February 2019
this, two types (namely, Type 1 [20] and Type 3 [21], [25], [26]) of cost-effective 2-D magnitude symmetry filter architectures possessing diagonal, four-fold rotational, quadrantal, and octagonal symmetries with reduced number of multipliers are given. By combining the identities of the Types- 1 and 3 symmetry filter structures, multimode 2-D symmetry filters which enable the above four symmetry modes are discussed. The Type-1 and Type-3 multimode filters can result in a $65.3 \%$ cost reduction in terms of number of multipliers compared with the sum of the multipliers of the four individual Type-1 symmetry filter structures studied in this paper. Furthermore, Type-3 has shorter critical path than Type-1 multimode filter. The paper is concluded with the presentation of a 2-D filter design example and a corresponding structure.

## I. Introduction

Since 1970s, the theory and design of two-dimensional (2-D) digital filters [1]-[15] has attracted much attention in the digital signal processing field. Although 2-D digital filters can be implemented on a general-purpose processor for various DSP applications, the requirements of high-throughput and low-power issues result in dedicated computing architectures. Several conventional VLSI architectures for 2-D filters have been studied in [11]-[13], and an existing application specific integrated circuit (ASIC) approach has been applied to the design of beam filters [14], [15], and 2-D symmetry filters [16]-[26]. In his paper [1], Fettweis discussed the need for circular symmetry in the magnitude response of 2-D filters. Since circular symmetry cannot be achieved exactly by a rational 2-D transfer function, researchers have focused on achieving symmetries that can approximate the circular symmetry. Therefore, the quadrantal, diagonal, four-fold rotational and octagonal symmetries [8], [9] that help achieve circular symmetry were extensively studied. These symmetries are also needed not only to approximate circular symmetry but also to design Fan, Cone and other filter specifications. The most notable summarization of the research on 2-D symmetry till mid-1980s was done by Swamy and Rajan [8]. Recently the authors have presented efficient 2-D digital filter architectures incorporating these magnitude symmetries. From BIBO stability point of view, incorporating quadrantal, four-fold rotational and octagonal symmetries require separable denominators in the variables. This is considered in the architectures studied by the authors. The significant feature of the filters studied in [18], [19] is that they exhibit the denominator separability as a filter structural property. This means that the separability of the denominator is maintained independent of the choice of multiplier values. This important property is essential for the design of the multimode symmetry filter discussed in this review paper.

It is well-known that the presence of symmetry in the frequency responses of 2-D filters can be used to reduce the number of multipliers [8]-[10]. Consequently, several potential 2-D filter architectures that make use of filter symmetries have been explored [16]-[26]. In this paper, six cost-effective symmetry filter architectures (i.e., four Type-1 and two Type-3) are reviewed and discussed. They possess diagonal, four-fold rotational, quadrantal, and octagonal symmetries, and require fewer multipliers compared to structures that do not use symmetry. Further, to integrate the support of
multiple symmetry functions, two cost-effective Type-1 and Type-3 multimode 2-D filter designs with four symmetries mentioned above is proposed. Type 2 architectures [20] are not reviewed due to space limitation. This paper is organized as follows: Section II describes the various symmetries and their constraints on the coefficients of the 2-D polynomial. Section III discusses the general formulation of 2-D filter architectures. Section IV presents different VLSI suitable filter architectures with symmetry, that require fewer number of multipliers. In Section V, two cost-effective multimode filter architectures with four symmetries are discussed. The error analyses of filter structures are discussed in Section VI. The cost in terms of number of multipliers and adders of the reviewed symmetry filter structures and the multimode filter architecture are profiled and evaluated in Section VII. A filter design example is given in Section VIII. The summary of the results are given in Section IX.

## II. Various Symmetries and Constraints on the Coefficients of 2-D Polynomials

A real general 2-D z-domain IIR transfer function can be represented as in (1), where $a_{i j}$ and $b_{i j}$ are real coefficients and $b_{00}=0, N_{1} \times N_{2}$ is the order of the filter, and $X$ and $Y$ are respectively the input and output of the filter. The equation can also represent an FIR transfer function if we set $b_{i j}=0$ for all $i$ and $j$.

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{Y\left(z_{1}, z_{2}\right)}{X\left(z_{1}, z_{2}\right)}=\frac{\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{i j} z_{1}^{-i} z_{2}^{-j}}{1-\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} b_{i j} z_{1}^{-i} z_{2}^{-j}}=\frac{P\left(z_{1}, z_{2}\right)}{Q\left(z_{1}, z_{2}\right)} \tag{1}
\end{equation*}
$$

The usefulness of symmetry relations in the design of 2-D filters have been studied extensively [1], [5]-[10]. The symmetry present in the frequency response induces a relation among the filter coefficients and multipliers in the filter structures. This reduces the number of design parameters in an optimization scheme, as well as the number of multipliers in an implementation architecture. There are many possible types of symmetries in the magnitude response such as quadrantal, diagonal, four-fold rotational, and octagonal symmetries.

The frequency response is evaluated on the distinguished boundary of the unit bi-disk, $z_{i}=e^{j \theta_{i}}, i=1,2$, as shown in Fig. 1. If $P\left(z_{1}, z_{2}\right)$ is a 2-D z-domain real
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## The existence of symmetry in $F\left(\theta_{1}, \theta_{2}\right)$ implies that the value of the function at $\left(\theta_{1}, \theta_{2}\right)$ on the distinguished boundary is related to the value of the function at $\left(\theta_{1 T}, \theta_{2 T}\right)$ where $\left(\theta_{1 T}, \theta_{2 T}\right)$ is obtained by some operation on $\left(\theta_{1}, \theta_{2}\right)$.

polynomial, its frequency response is given by $P\left(e^{j \theta_{1}}, e^{j \theta_{2}}\right)$. The magnitude squared function of the frequency response is given by:

$$
\begin{align*}
F\left(\theta_{1}, \theta_{2}\right) & =\left|P\left(e^{j \theta_{1}}, e^{j \theta_{2}}\right)\right|^{2} \\
& =P\left(e^{j \theta_{1}}, e^{j \theta_{2}}\right) \cdot P\left(e^{-j \theta_{1}}, e^{-j \theta_{2}}\right) \\
& =\left.P\left(z_{1}, z_{2}\right) \cdot P\left(z_{1}^{-1}, z_{2}^{-1}\right)\right|_{z_{i}=e^{j \theta_{i}}, i=1,2} \tag{2}
\end{align*}
$$

It can be seen from (2) that the Centro-Symmetric property, i.e., $F\left(\theta_{1}, \theta_{2}\right)=F\left(-\theta_{1},-\theta_{2}\right)$ is always satisfied. The existence of symmetry in $F\left(\theta_{1}, \theta_{2}\right)$ implies that the value of the function at $\left(\theta_{1}, \theta_{2}\right)$ on the distinguished boundary is related to the value of the function at $\left(\theta_{1 T}, \theta_{2 T}\right)$ where $\left(\theta_{1 T}, \theta_{2 T}\right)$ is obtained by some operation on $\left(\theta_{1}, \theta_{2}\right)$ as shown in Figure 2. Also, for our discussion, we assume that the value of the magnitude function is unchanged, i.e., $F\left(\theta_{1}, \theta_{2}\right)=$ $F\left(\theta_{1 T}, \theta_{2 T}\right)$. A more detailed discussion of this can be found in [8]-[10]. Now consider the following symmetries:

## Quadrantal Symmetry

If the magnitude squared function possesses quadrantal symmetry, then
$F\left(\theta_{1}, \theta_{2}\right)=F\left(-\theta_{1}, \theta_{2}\right)=F\left(\theta_{1},-\theta_{2}\right)=F\left(-\theta_{1},-\theta_{2}\right), \forall\left(\theta_{1}, \theta_{2}\right)$

Expressing (3) in terms of the polynomial yields:

$$
\begin{align*}
& P\left(z_{1}, z_{2}\right) \cdot P\left(z_{1}^{-1}, z_{2}^{-1}\right) \cdot z_{1}^{-N_{1}} \cdot z_{2}^{-N_{2}} \\
& \quad=P\left(z_{1}^{-1}, z_{2}\right) \cdot P\left(z_{1}, z_{2}^{-1}\right) \cdot z_{1}^{-N_{1}} \cdot z_{2}^{-N_{2}} \tag{4}
\end{align*}
$$

Note that the multiplication by $z_{1}^{-N_{1}} \cdot z_{2}^{-N_{2}}$ is needed so that both sides of the equation remain a polynomial in negative powers of $z$. Applying the unique factorization property of 2-variable polynomials [8] to (4), it can be seen that the factors of $P\left(z_{1}, z_{2}\right)$ should satisfy one of the following two conditions:
i) $P\left(z_{1}, z_{2}\right)=k_{1} \cdot P\left(z_{1}^{-1}, z_{2}\right) \cdot z_{1}^{-N_{1}}$ where $k_{1}$ is a real constant.
ii) $P\left(z_{1}, z_{2}\right)=k_{2} \cdot P\left(z_{1}, z_{2}^{-1}\right) \cdot z_{2}^{-N_{2}}$ where $k_{2}$ is a real constant.
Each of the above conditions will provide a constraint on the polynomial for it to possess quadrantal symmetry in its magnitude response.

Substituting $P\left(z_{1}, z_{2}\right)=\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{i j} \cdot z_{1}^{-i} \cdot z_{2}^{-j}$ into condition (i) above and assuming $k_{1}=1$, we get:

$$
\begin{equation*}
\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{i j} \cdot z_{1}^{-i} \cdot z_{2}^{-j}=\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{i j} \cdot z_{1}^{i-N_{1}} \cdot z_{2}^{-j} \tag{5}
\end{equation*}
$$

Applying a change of variable $i^{\prime}=N_{1}-i$ to (5), we obtain:

$$
\begin{equation*}
\sum_{i=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{i j} \cdot z_{1}^{-i} \cdot z_{2}^{-j}=\sum_{i^{\prime}=0}^{N_{1}} \sum_{j=0}^{N_{2}} a_{N_{1}-i^{\prime}, j} \cdot z_{1}^{-i^{\prime}} \cdot z_{2}^{-j} \tag{6}
\end{equation*}
$$

So, the coefficient constraint $a_{i j}=a_{N_{1}-i, j}$ will ensure that the polynomial $P\left(z_{1}, z_{2}\right)$ possesses quadrantal symmetry in its magnitude response. The same steps can be applied to condition (ii) above to obtain another coefficient constraint:

$$
\begin{equation*}
a_{i j}=a_{i, N_{2}-j} \tag{7}
\end{equation*}
$$

These coefficient constraints can be applied to the transfer function of an FIR filter to ensure quadrantal symmetry. For an IIR filter, the constraint can be applied to the numerator polynomial. To satisfy the coefficient condition $a_{i j}=a_{N_{1}-i, j}$ with the requirement of BIBO stability, the denominator $Q\left(z_{1}, z_{2}\right)$ must be chosen as a variable separable one [8], i.e., as $Q\left(z_{1}, z_{2}\right)=Q_{A}\left(z_{1}\right) \cdot Q_{B}\left(z_{2}\right)$. It is easy to see that $Q_{A}\left(z_{1}\right)$ satisfies $a_{i j}=a_{i, N_{2}-j}$ and $Q_{B}\left(z_{2}\right)$ satisfies $a_{i j}=a_{N_{1}-i, j}$, so their product possesses quadrantal symmetry. In addition, because the denominator is separable, it is easy to check the stability of the filter structure.

Following the above, the coefficient conditions for diagonal and four-fold rotational symmetries can be obtained using the appropriate conditions on the magnitude squared function.


Figure 1. $\left(z_{1}, z_{2}\right)$ biplane.


Figure 2. (a) Quadrantal Symmetry (b) Diagonal Symmetry (c) Rotational Symmetry (d) Octagonal Symmetry.

## Diagonal Symmetry

The constraint on the magnitude response for the diagonal symmetry is:

$$
\begin{equation*}
F\left(\theta_{1}, \theta_{2}\right)=F\left(\theta_{2}, \theta_{1}\right)=F\left(-\theta_{1},-\theta_{2}\right)=F\left(-\theta_{2},-\theta_{1}\right) \tag{8}
\end{equation*}
$$

The coefficient conditions resulting from the above by following the steps described for quadrantal symmetry are:

$$
\begin{align*}
& N_{1} & =N_{2}=N \\
\text { and } & a_{i j} & =a_{j i} \text { for } 0 \leq i, j \leq N  \tag{9}\\
\text { or } & a_{i j} & =a_{N-j, N-i} \text { for } 0 \leq i, j \leq N \tag{10}
\end{align*}
$$

Similar conditions should be satisfied by the denominator $Q\left(z_{1}, z_{2}\right)$ in addition to satisfying the BIBO stability conditions.

## Four-Fold Rotational Symmetry

The magnitude response condition for this symmetry is:

$$
\begin{equation*}
F\left(\theta_{1}, \theta_{2}\right)=F\left(-\theta_{2}, \theta_{1}\right)=F\left(-\theta_{1},-\theta_{2}\right)=F\left(\theta_{2},-\theta_{1}\right) \tag{11}
\end{equation*}
$$

The coefficient conditions resulting from the above will be:

$$
\begin{array}{rlrl} 
& & N_{1} & =N_{2}=N \\
\text { and } & a_{i j} & =a_{N-j, i} \text { for } 0 \leq i, j \leq N \\
\text { or } & a_{i j} & =a_{j, N-i} \text { for } 0 \leq i, j \leq N \tag{13}
\end{array}
$$

The denominator $Q\left(z_{1}, z_{2}\right)$ of a BIBO stable filter with four-fold rotational symmetry should be of the form $Q\left(z_{1}, z_{2}\right)=Q_{A}\left(z_{1}\right) \cdot Q_{A}\left(z_{2}\right)$.


Figure 3. Sub-block \#1 (2-inputs-1-outputs, direct-form).


Figure 4. Sub-block \#2 (1-input-2-outputs, direct-form).

If any two of the above three symmetries are satisfied, the resulting symmetry will be an octagonal symmetry.

The above coefficient conditions on 2-D filter transfer function form the basis for deriving various symmetry incorporated architectures with reduced number of multipliers.

The sample sectors for various symmetries are illustrated in ( $\theta_{1}, \theta_{2}$ )-plane in Fig. 2. These figures show the shaded region where $F\left(\theta_{1}, \theta_{2}\right)=F\left(\theta_{1 T}, \theta_{2 T}\right)$.

## III. Generalized Formulation of 2-D Filter Architectures without Global Broadcast

The transfer function in (1) can also be expressed as:

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{\sum_{i=0}^{N_{1}} F_{i}\left(z_{2}^{-1}\right) \cdot z_{1}^{-i}}{1-\sum_{i=0}^{N_{1}} G_{i}\left(z_{2}^{-1}\right) \cdot z_{1}^{-i}} \tag{14}
\end{equation*}
$$

where $F_{i}\left(z_{2}^{-1}\right)=\sum_{j=0}^{N_{2}} a_{i j} z_{2}^{-j}$ and $G_{i}\left(z_{2}^{-1}\right)=\sum_{j=0}^{N_{2}} b_{i j} z_{2}^{-j}$ with $b_{00}=0$ are 1-D FIR functions in $z_{2}$ variable only. These 1-D functions can be realized by the sub-blocks in Figs. 3 to 5. These sub-blocks are then used in the filter frameworks to realize the overall 2-D transfer function in (14).

In our discussion, we assume that the filter is used to process a zero padded image of size $M_{1} \times M_{2}$ and the pixel values in the image are fed to the filter in rasterscan mode, i.e. the input sequence is $x(0,0), x(0,1), \ldots$,

## The critical period is the time required for the signal through the slowest (critical) path of the architecture and determines the highest possible clock speed of the architecture.

$x\left(0, M_{2}-1\right), x(1,0), x(1,1), \ldots$ etc. We can then replace $z_{2}^{-1}$ by a single delay register $z^{-1}$ (usually implemented by a D flip-flop). $z_{1}^{-1}$ can be replaced by a shift register (SR) of length $M_{2}, z^{-M_{2}}$ (using $M_{2}$-size D flip-flops), provided $M_{2}>N_{2}$. Without loss of generality, we will assume $N_{1}=N_{2}=N$ in discussing the filters.

## Filter Sub-blocks

The filter sub-blocks are formulated as general digital two-pair networks to realize 1-D FIR functions in $z_{2}$. Here, we assume $z^{-1}=z_{2}{ }^{-1}$. Sub-block \#1, shown in Fig. 3, has 2 inputs and 1 output, where the coefficient inside the cloud symbol denotes a multiplier. It is direct form, i.e. the multiplier values are the same as the polynomial coefficients. It realizes the following two FIR functions.

$$
\begin{align*}
& F_{i}\left(z^{-1}\right)=\left.\frac{Y_{i}}{X_{i}}\right|_{W_{i}=0}=\sum_{j=0}^{N} a_{i j} z^{-j}, \\
& G_{i}\left(z^{-1}\right)=\left.\frac{Y_{i}}{W_{i}}\right|_{X_{i}=0}=\sum_{j=0}^{N} b_{i j} z^{-j} \tag{15}
\end{align*}
$$



Figure 6. Filter Framework A.

Note that the special arrangement of the delays is to eliminate global broadcast of the signals, $X_{i}$ and $W_{i}$, and to control the critical period. The critical period is the time required for the signal through the slowest (critical) path of the structure and determines the highest possible clock speed of the structure. A different filter sub-block (sub-block\#2) as shown in Fig. 4 can be obtained by taking the transpose of filter sub-block\#1, where $E_{i}\left(z^{-1}\right)$ and $D_{i}\left(z^{-1}\right)$ are similarly defined as (15). The sub-block \#3 in Fig. 5 has single input and single output (SISO) and realizes the FIR function:

$$
C_{\rho i}\left(z^{-1}\right)=\frac{Y_{i}}{X_{i}}=\sum_{j=0}^{N} \rho_{i j} z^{-j}
$$

Note that $\rho_{i j}$ can represent either the numerator or denominator coefficient $a_{i j}$ or $b_{i j}$.

## Filter Frameworks

The sub-blocks are used in the filter frameworks to realize the general 2-D z-domain transfer function in (1). Filter framework A shown in Fig. 6 uses the sub-block \#1, where 曾 denotes the $\left(M_{2}-1\right)$-size D flip-flops/shift register. Notice that the shift registers are of length $M_{2}-1$ due to the additional delays added at the input and output branches to eliminate the global broadcast. It can be verified using Mason's gain formula that the structure with $z^{-1}=z_{2}^{-1}$ and $\mathrm{SR}=z_{1}^{-1} z_{2}$ realizes the transfer function in (14). By taking the transpose of Framework A, a different filter framework can be obtained which utilizes subblock\#2 [23].

## Structure Induced Separable Denominator Frameworks

By mixing the sub-blocks in specific ways, filter frameworks realizing transfer functions with separable denominator of the form in (16) can be obtained. The idea is to form two non-touching loops in different variables.

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{Y\left(z_{1}, z_{2}\right)}{X\left(z_{1}, z_{2}\right)}=\frac{\sum_{i=0}^{N} \sum_{j=1}^{N} a_{i j} z_{1}^{-i} z_{2}^{-j}}{\left(1-\sum_{i=1}^{N} b_{i 0} z_{1}^{-i}\right) \cdot\left(1-\sum_{j=1}^{N} b_{0 j} z_{2}^{-j}\right)} \tag{16}
\end{equation*}
$$

Separable filter framework A1 is shown in Fig. 7. It is based on framework A. It uses sub-block \#2 at the bottom while the rest are sub-block \#1.

It realizes the transfer function in (17), with $\mathrm{G}_{i}$ 's being constants.

$$
\begin{equation*}
\frac{Y}{X}=\frac{E_{0}\left(z_{2}\right)+\sum_{i=1}^{N} F_{i}\left(z_{2}\right) \cdot z_{1}^{-i}}{\left(1-D_{0}\left(z_{2}\right)\right) \cdot\left(1-\sum_{i=1}^{N} G_{i}\left(z_{2}\right) \cdot z_{1}^{-i}\right)} \tag{17}
\end{equation*}
$$

By taking the transpose of filter frameworks A and A1, another set of frameworks can be obtained. Also, a different set of frameworks can be obtained using the sub-block \#3. Due to lack of space, these frameworks are not shown here. A detailed discussion of sub-blocks, general frameworks, and separable denominator frameworks can be found in [23].

## Explicit 2-D Filter Architectures

We will now use the sub-blocks in Figs. 3-5 and general frameworks to derive explicit architectures without global broadcast for separable denominator transfer functions. These are then used to incorporate symmetry. The separability is necessary to ensure the BIBO stability and at the same time to achieve quadrantal, four-fold rotational and octagonal symmetries in the filter magnitude response (note that separable denom-


Figure 7. Filter Framework A1.
inator is not needed for the diagonal symmetry). In this section, we will focus on deriving structures for realizing (16). Using the sub-blocks in Figs. 3 and 4, the Type-1 separable denominator architecture in Fig. 8 can be obtained (for $N=3$ ) [20]. The transfer function of the 2-D filter can be expressed as:

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{Y_{1}\left(z_{1}, z_{2}\right)}{X\left(z_{1}, z_{2}\right)} \cdot \frac{Y\left(z_{1}, z_{2}\right)}{Y_{1}\left(z_{1}, z_{2}\right)} \tag{18}
\end{equation*}
$$

where $Y_{1}=X+\sum_{i=1}^{N} b_{i 0} z_{1}^{-i} Y_{1}$

Thus, $Y\left(z_{1}, z_{2}\right) / Y_{1}\left(z_{1}, z_{2}\right)$ can be generally represented as:

$$
\begin{equation*}
Y=\sum_{i=0}^{N} \sum_{j=0}^{N} a_{i j} z_{1}^{-i} z_{2}^{-j} Y_{1}+\sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y \tag{20}
\end{equation*}
$$

It can be verified that the structures of Block 1 and Block 2 in Fig. 8 satisfy (19) and (20) respectively.


Figure 8. Type-1 separable denominator filter architecture ( $N=3$ ).

The Type-3 separable denominator architecture can be obtained (Fig. 9) using the sub-blocks in Figs. 3 and 5. Its transfer function can be rewritten as:

$$
\begin{equation*}
H\left(z_{1}, z_{2}\right)=\frac{Y\left(z_{1}, z_{2}\right)}{Y_{3}\left(z_{1}, z_{2}\right)} \cdot \frac{Y_{3}\left(z_{1}, z_{2}\right)}{X\left(z_{1}, z_{2}\right)} \tag{21}
\end{equation*}
$$

where $Y=Y_{3}+\sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y$

Therefore, $Y_{3}\left(z_{1}, z_{2}\right) / X\left(z_{1}, z_{2}\right)$ can be expressed as:

$$
\begin{equation*}
Y_{3}=\sum_{i=0}^{N} \sum_{j=0}^{N} a_{i j} z_{1}^{-i} z_{2}^{-j} X+\sum_{i=1}^{N} b_{i 0} z_{1}^{-i} Y_{3} \tag{23}
\end{equation*}
$$

Using the tree method mentioned in [13] to arrange the adders, the critical periods for the Type 1 and Type 3 architectures are $T_{m}+3 T_{a}$ and $T_{m}+2 T_{a}$, respectively, where $T_{m}$ and $T_{a}$ denote the operation time required by
one multiplier and one adder respectively. In the next section, we will focus on the Type-1 and Type-3 filter architectures with symmetry.

## IV. Cost Effective 2-D Filter Architectures Incorporating Different Symmetries

The presence of symmetry in the 2-D frequency response induces certain relationship among the filter coefficients. This translates into reduced number of multipliers while implementing a 2-D digital filter architecture. In this section, we present six symmetry filter architectures with diagonal, four-fold rotational, quadrantal, and octagonal symmetries with separable denominators.

## Diagonal Symmetry Filter Architectures

Applying the diagonal symmetry coefficient constraint (9) to the separable denominator transfer function in (16) implies that $a_{i j}=a_{j i}$ and $b_{k 0}=b_{0 k}$. Similarly, constraint


Figure 9. Type-3 separable denominator filter architecture ( $N=3$ ).
in (10) can be used to get different structures. Thus, for the Type-1 filter architecture, with $Y_{1}$ given in (19), the expression for the output $Y$ in (20) can be recast as:

$$
\begin{align*}
Y= & \sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y+\sum_{i=0}^{N} a_{i i} z_{1}^{-i} z_{2}^{-i} Y_{1} \\
& +\sum_{i=0}^{N-1} \sum_{j=i+1}^{N} a_{i j}\left(z_{1}^{-i} z_{2}^{-j}+z_{1}^{-j} z_{2}^{-i}\right) Y_{1} \tag{24}
\end{align*}
$$

Implementing (24) results in the Type-1 diagonal symmetry filter architecture of Fig. 10 [20]. Note that for diagonal symmetry, the denominator need not be separable, but they are used here for ease of the implementation of the multimode filter to be discussed in Section V.

In a similar way, one can obtain the Type 3 diagonal symmetry architecture shown in Fig. 11 [21]. Using the tree method to arrange the adders, the critical paths are shown in Figs. $10 \& 11$ for the two architectures. The critical periods are calculated as $T_{m}+3 T_{a}$ and $T_{m}+2 T_{a}$ respectively. Note that $T_{m}$ and $T_{a}$ denote the operation time required by the multiplier and adder respectively.

## Four-fold Rotational Symmetry Filter Architectures

When the 2-D magnitude response of a filter possesses four-fold rotational symmetry, as per (13), the filter coefficients in (16) will satisfy the constraints: $a_{i j}=a_{j(N-i)}$ and $b_{k 0}=b_{0 k}$ for all $i, j, k$. So, for the Type-1 filter, the output $Y$ in (20) for this symmetry can be expressed as:


Figure 10. Type-1 diagonal symmetry separable denominator filter architecture $(N=3)$.

$$
\begin{align*}
Y= & \sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y+v a_{u u} z_{1}^{-u} z_{2}^{-u} Y_{1} \\
& +\sum_{i=0}^{u-v} \sum_{j=i}^{N-i-1} a_{i j}\left(z_{1}^{-i} z_{2}^{-j}+z_{1}^{-j} z_{2}^{-(N-i)}\right. \\
& \left.+z_{1}^{-(N-i)} z_{2}^{-(N-j)}+z_{1}^{-(N-j)} z_{2}^{-i}\right) Y_{1} \tag{25}
\end{align*}
$$

where $u=\lfloor N / 2\rfloor, v=(N+1) \bmod 2$, and $\lfloor\cdot\rfloor$ denotes the largest integer that is smaller than or equal to $\cdot$. Figure 12 shows the Type-1 four-fold rotational symmetry filter architecture [20]. Following the above, the Type-3 fourfold rotational symmetry separable denominator filter


Figure 11. Type-3 diagonal symmetry separable denominator filter architecture $(N=3)$.
architecture can be obtained [21]. This structure is not shown here. Performing the critical path analysis on Fig. 12 yields the delay of $T_{m}+3 T_{a}$. For Type 3 structure, it will be $T_{m}+2 T_{a}$.

## Quadrantal Symmetry Filter Architectures

When the 2-D magnitude response of a filter possesses quadrantal symmetry, as per (7) the filter coefficients in (16) will satisfy the constraints: $a_{i j}=a_{(N-i) j}$ and $b_{k 0}=b_{0 k}$ for all $i, j, k$. So, the output $Y$ in (20) for the Type-1 filter becomes:

$$
\begin{align*}
Y= & \sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y+v \cdot \sum_{j=0}^{N} a_{u j}\left(z_{1}^{-u} z_{2}^{-j}\right) Y_{1} \\
& +\sum_{i=0}^{u-v} \sum_{j=0}^{N} a_{i j}\left(z_{1}^{-i} z_{2}^{-j}+z_{1}^{-(N-i)} z_{2}^{-j}\right) Y_{1} \tag{26}
\end{align*}
$$

The Type-1 quadrantal symmetry filter architecture is given in Fig. 13 [20]. The Type 3 structure is shown in Fig. 14 [26].

Performing the critical path analysis using the tree method on Figs. $13 \& 14$ yield the delays of $T_{m}+3 T_{a}$ and $T_{m}+2 T_{a}$ respectively. The critical paths are indicated in the figures.

## Octagonal Symmetry Filter Architectures

Octagonal symmetry is a combination of diagonal, fourfold rotational and quadrantal symmetries. Presence of any two of the three symmetries will guarantee the presence of octagonal symmetry in the 2-D magnitude response of the filter [8]-[10]. This results in the coefficient constraints, $a_{i j}=a_{j i}=a_{(N-i) j}$ and $b_{k 0}=b_{0 k}$


Figure 12. Type-1 four-fold rotational symmetry separable denominator filter architecture $(N=3)$.
for all $i, j, k$. So, for octagonal symmetry, with eqn. (19) unchanged, the output $Y$ in (20) can be expressed as:

$$
\begin{align*}
Y= & \sum_{j=1}^{N} b_{0 j} z_{2}^{-j} Y+v a_{u u} z_{1}^{-u} z_{2}^{-u} Y_{1} \\
& +v \cdot \sum_{i=0}^{u-v} a_{i u}\left(z_{1}^{-i} z_{2}^{-u}+z_{1}^{-u} z_{2}^{-(N-i)}+z_{1}^{-(N-i)} z_{2}^{-(N-u)}+z_{1}^{-(N-u)} z_{2}^{-i}\right) Y_{1} \\
& +\sum_{i=0}^{u-v} a_{i i}\left(z_{1}^{-i} z_{2}^{-i}+z_{1}^{-i} z_{2}^{-(N-i)}+z_{1}^{-(N-i)} z_{2}^{-(N-i)}+z_{1}^{-(N-i)} z_{2}^{-i}\right) Y_{1} \\
& +\sum_{\mathrm{i}=0}^{u-v-1} \sum_{j=i+1}^{u-v} a_{i j}\left(z_{1}^{-i} z_{2}^{-j}+z_{1}^{-i} z_{2}^{-(N-j)}+z_{1}^{-(N-i)} z_{2}^{-j}+z_{1}^{-(N-i)} z_{2}^{-(N-j)}\right. \\
& \left.\quad+z_{1}^{-j} z_{2}^{-i}+z_{1}^{-j} z_{2}^{-(N-i)}+z_{1}^{-(N-j)} z_{2}^{-i}+z_{1}^{-(N-j)} z_{2}^{-(N-i)}\right) Y_{1} \tag{27}
\end{align*}
$$

Implementing the above, one can get the Type-1 octagonal symmetry filter architecture shown in Fig. 15. The Type- 3 octagonal symmetry filter architecture is not shown here and can be found in [26]. The critical path analysis yields the delays of $T_{m}+3 T_{a}$ and $T_{m}+2 T_{a}$ respectively.

Due to symmetry, all six cost-effective filter architectures require fewer multipliers. The savings come from realizing the numerator of (16). The direct form implementation of the numerator with no symmetry (for $N=3$ ) requires 16 multipliers. In the case of diagonal, quadrantal, four-fold rotational, octagonal symmetries, the number of multipliers needed are $10,8,4$ and 3 , respectively.


Figure 13. Type-1 quadrantal symmetry separable denominator filter architecture $(N=3)$.

The 2-D octagonal symmetry structure in Fig. 15 has the lowest number of multipliers.

## V. Cost-Effective Multimode 2-D Filter Architecture Incorporating Four Symmetries

To reduce the cost of filter area and to increase hardware flexibility, two multimode filter architectures are developed that each supports four different symmetry modes: diagonal symmetry mode (DSM), four-fold rota-
tional symmetry mode (FRSM), quadrantal symmetry mode (QSM), and octagonal symmetry mode (OSM). These two cost-effective multimode 2-D IIR filter architectures are shown in Fig. 16 and Fig. 17 for $N=3$.

The cost-effective multimode 2-D symmetry filter architecture in Fig. 16 [20] can be derived based on three observations. First, the signal paths are added before the $a_{i j}$ independent coefficient multiplier for the Type-1 symmetry filters in Figs. 10, 12, 13, and 15. Second, it can be


Figure 14. Type-3 quadrantal symmetry separable denominator filter architecture $(N=3)$.
seen from (18) that the Type-1 symmetry filter consists of two transfer functions: $Y_{1} / X$ and $Y / Y_{1}$, with the $Y_{1} / X$ transfer function being the same for the four individual symmetry filters as shown in (19). The block diagram of $Y_{1} / X$ is depicted as Block 1 on the left-hand side of Fig. 16(a). Block 1 requires 3 multipliers and 3 adders. Next, we consider the $Y / Y_{1}$ transfer function which is different for each of the four individual symmetry filters. To construct Block 2 of the multimode filter, we need 3 multipliers for the denominator $\left\{b_{01}, b_{02}, b_{03}\right\}$, and 11 multipliers for the numerator $\left\{a_{00}, a_{01}, a_{02}, a_{03}, a_{10}, a_{11}, a_{12}, a_{13}, a_{22}, a_{23}, a_{33}\right\}$. Therefore, $11+3=14$ coefficient multipliers are required in Block 2 of Fig. 16(a) to achieve the operations for four different transfer functions of $Y / Y_{1}$. In terms of the number of adders from the architecture viewpoint, for $Y / Y_{1}$ of the multimode 2-D symmetry filter, 13 adders
and 11 adders are needed on the left-hand side and righthand side of Block 2 in Fig. 16(a), respectively.

In summary, the Type-1 multimode 2-D symmetry filter requires altogether 17 coefficient multipliers and 27 adders. Also, in Figs. 10, 12, 13, and 15, the interconnection control is only needed for the four $Y / Y_{1}$ transfer functions. The multiplication connections and internal connections are controlled by interconnection boxes (IBs) to accomplish the four-mode operations, where IB performs either connection or disconnection task for each signal path. According to the connections of the four individual symmetry filter architectures, 12 IBs are needed for the internal connections in Block 2. Therefore, based on the three observations mentioned above, the Type-1 multimode 2-D IIR filter with four symmetry modes can be obtained in Fig. 16(a). The interconnections difference among the four configurations of the


Figure 15. Type-1 octagonal symmetry filter architecture $(N=3)$.

(a)

Figure 16. (a) Type-1 multimode 2-D IIR filter architecture with four symmetries for $(N=3)$;
(Continued)
multimode filter architecture is highlighted in Fig. 16(b). The multimode filter architecture has a critical path of $T_{m}+3 T_{a}$ as shown in Fig. 16(a) by using the tree method.

Similarly, to support multiple symmetry functions, the Type-3 multimode 2-D IIR filter architecture giving (DSM, FRSM, QSM and OSM) modes of operation has been obtained and is given in Fig. 17 [25]. The details of this multimode structure can be found in [25]. Type 3 multimode filter architecture shown in Fig. 17(a) has a critical path of $T_{m}+2 T_{a}$.

The multimode architecture presented can support four different symmetry modes with just a slight area overhead. It achieves a multiplier reduction of $65.3 \%$ for $N=3$ compared with the sum of the multipliers of the four individual symmetry filter structures thus making the multimode hardware architectures quite cost effective.

## VI. Error Analysis for 2-D Symmetry Filter Architectures

The product quantization errors propagating through the filter architecture in fixed-point implementation have been studied in [3], [27]. Using the same approach here, the round-off noise errors for the Type-1 and Type-3 filter architectures are analyzed in [25] [26]. In the analysis, the roundoff noise sources are assumed to be uncorrelated, wide-sense stationary and uniformly distributed, which allows linear decomposition to be applied. Furthermore, the noise source and the noise source with delay are regarded as independent.

For the Type-1 diagonal symmetry filter architecture in Fig. 10, the linear error signals $e_{1}$ and $e_{2}$ are given by:

$$
\begin{align*}
& e_{1}=\sum_{j=1}^{N} e_{b 0 j}  \tag{28}\\
& e_{2}=\sum_{j=1}^{N} e_{b 0 j}+\sum_{i=0}^{N} e_{a i i}+\sum_{i=0}^{N-1} \sum_{j=i+1}^{N} e_{a i j} \tag{29}
\end{align*}
$$

Since $e_{1}$ error/noise source passes through the whole filter architecture and $e_{2}$ passes through $b_{0 j}$ at the righthand side in Fig. 10, total variance of quantization error of the Type-1 diagonal symmetry filter architecture can be derived as:

$$
\begin{align*}
\sigma_{\text {Type1_Dia }}^{2}= & N \sigma_{e}^{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}|h[m, n]|^{2} \\
& +\left(2 N+1+\frac{N(N+1)}{2}\right) \sigma_{e}^{2} \sum_{n=-\infty}^{\infty}\left|h_{b 2}[n]\right|^{2} \tag{30}
\end{align*}
$$

where $\sigma_{e}^{2}=2^{-2 B} / 12, B$ is the fractional bit width after quantization, and and $h_{b 12}[m, n]$ are defined as:

$$
\begin{align*}
& h_{b 2}[n] \stackrel{Z}{\longleftrightarrow} \frac{1}{1-\sum_{j=1}^{N} b_{0 j} z_{2}^{-j}}  \tag{31}\\
& h_{b 12}[m, n] \stackrel{Z}{\longleftrightarrow} \frac{1}{\left(1-\sum_{i=1}^{N} b_{0 i} z_{1}^{-i}\right) \cdot\left(1-\sum_{j=1}^{N} b_{0 j} z_{2}^{-j}\right)} \tag{32}
\end{align*}
$$


(b)

Figure 16. (b) Interconnections of (i) DSM, (ii) FRSM, (iii) QSM, (iv) OSM for $N=3$ [20].

Block 2

(a)

Figure 17. (a) Type-3 multimode 2-D IIR filter architecture with four symmetries for $(N=3)$;

For comparison, the error analyses of Type-1 four-fold, quadrantal symmetry and octagonal symmetry filter architectures are listed below.

$$
\begin{align*}
\sigma_{\text {Typel_FF }}^{2}= & N \sigma_{e}^{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}|h[m, n]|^{2} \\
& +(N+v+(u-v+1)(N-u+v)) \sigma_{e}^{2} \\
& \times \sum_{n=-\infty}^{\infty}\left|h_{b 2}[n]\right|^{2}  \tag{33}\\
\sigma_{\text {Typel_Oua }}^{2}= & N \sigma_{e}^{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}|h[m, n]|^{2} \\
& +[N+v(N+1)+(u-v+1)(N+1))] \sigma_{e}^{2} \\
& \times \sum_{n=-\infty}^{\infty}\left|h_{b 2}[n]\right|^{2}  \tag{34}\\
\sigma_{\text {Typel_Oct }}^{2}= & N \sigma_{e}^{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}|h[m, n]|^{2} \\
& +[N+v+v(u-v+1)+(u-v+1) \\
& +(u-v)(u-v+1) / 2] \sigma_{e}^{2} \sum_{n=-\infty}^{\infty}\left|h_{b 2}[n]\right|^{2} \tag{35}
\end{align*}
$$

Similarly, the total variance of quantization error of Type-3 symmetry filter architectures is derived as

$$
\begin{align*}
\sigma_{\text {Type3_Dia }}^{2}= & \sigma_{\text {Type3_FF }}^{2}=\sigma_{\text {Type3_Qua }}^{2}=\sigma_{\text {Type3_Oct }}^{2} \\
= & N \sigma_{e}^{2} \sum_{n=-\infty}^{\infty}\left|h_{b 2}[n]\right|^{2}+\left[N+(N+1)^{2}\right] \sigma_{e}^{2} \\
& \times \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}\left|h_{b 12}[m, n]\right|^{2} \tag{36}
\end{align*}
$$

where $h_{b 2}[n]$ and $h_{b 12}[m, n]$ are defined in (31) and (32) respectively.

## VII. Implementation and Comparison of Results

As proof of concept, the chip layout of Type-1 multimode 2-D IIR filter architecture in Fig. 16 is shown in Fig. 18. The circuit has a size of $718.95 \mu \mathrm{~m} \times 711.05 \mu \mathrm{~m}$ and an average power consumption of 29.34 mW . As indicated in [20], compared with the sum of the areas of the four individual symmetry filters, the area saving could be up to $63.25 \%$. The details of the architecture comparison in terms of the number of multipliers, number of adders, and critical path are shown in Table 1.

The Type-3 symmetry filter architectures also possess shorter critical path delay than the Type-1 symmetry filter architecture. In terms of adders, it is known that the area of an adder is much less than that of a multiplier. To achieve fair comparison, the $n$-bit adder can be equivalently evaluated as $1 / n n \times n$-bit multiplier using array multiplier approach [28]. According to the hardware implementation in [20], $16 \times 16$-bit multiplier and 16-bit full-adder with two inputs are reasonable assumptions to realize this design. The Type-3 multimode 2-D filter architecture not only has less critical path delay but also has lower number of adders than the Type-1 multimode 2-D filter architecture.
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Figure 17. (b) Interconnections of (i) DSM, (ii) FRSM, (iii) QSM, (iv) OSM for $N=3$ [25].

## VIII. Filter Design Example

Consider a design example for a narrowband Fan filter with diagonal symmetry. The filter magnitude specification is shown in Fig. 19. The filter passband has an angle $\phi_{1}=15$ deg and the transition band has an angle $\phi_{2}=10 \mathrm{deg}$. (Note that the specs only show $\theta_{2}>0$ for the vertical axis). A 2-D Fan filter can be used in the design of 3-D cone filters which see applications in high-selectivity beam formers [15].

Optimization is used to obtain the transfer function that satisfies the Fan filter specification. The form of the transfer function (with unknown coefficients) chosen satisfies the diagonal symmetry as the given Fan filter specs exhibit diagonal symmetry. The objective is to minimize sum of the squared errors between the filter magnitude response and the given filter specifications evaluated on a uniform raster in the 2-D frequency plane. The objective or error function is shown in (37). It is based on the difference between the magnitude response of the transfer function and the desired magnitude response, at selected frequency points in both the passband and stopband.

$$
\begin{equation*}
\text { Error }=\sum_{k} \sum_{l}\left[F\left(\theta_{1 k}, \theta_{2 l}\right)-F_{d}\left(\theta_{1 k}, \theta_{2 l}\right)\right]^{2} \tag{37}
\end{equation*}
$$

where $F$ is the transfer function magnitude squared response, $F_{d}$ is the desired response, and $\theta_{1 k}, \theta_{2 l}$ are the sample frequency points where the desired response is specified.

The design is done using a (variable) separable denominator transfer function as described in Section III. The optimization results, for different filter orders, are shown in Table 2. The 3-D surface plot for order $5 \times 5$ is shown in Fig. 20. The contour plots for orders $(5 \times 5)$ and $(3 \times 3)$ are given in Fig. 21. As expected, with higher filter order,


Figure 18. Chip layout of the Type-1 multimode 2-D symmetry filter for $N=3$ [20].

## Table 1.

Comparison of different 2-D IIR filter architectures with the order $N$.

| Works |  | \# of Multipliers | \# of Multipliers for $N=3$ |  | \# of Adds with two inputs for $N=3$ |  | Critical Path |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \# | \% | \# | Equivalent \# of $16 \times 16$-bit mul. |  |
| Van [13] |  |  | $2(N+1)^{2}-1$ | 31 for Gen | 100\% | 30 | 1.875 | $T_{m}+3 T_{a}$ |
| Separable <br> Denominator | Type-1 | $(N+1)^{2}+2 N$ | 22 | 70.97\% | 21 | 1.3125 | $T_{m}+3 T_{a}$ |
|  | Type-3 |  |  |  |  |  | $T_{m}+2 T_{a}$ |
| Diagonal | Type-1 | $\frac{1}{2}(N+1)^{2}+\frac{5}{2} N+\frac{1}{2}$ | 16 | 51.61\% | 21 | 1.3125 | $T_{m}+3 T_{a}$ |
| Four-Fold Rotational | Type-1 | $\frac{1}{4}(N+1)^{2}+\frac{3}{4} v+2 N$ | 10 | 32.26\% | 21 | 1.3125 | $T_{m}+3 T_{a}$ |
|  | Type-3 |  |  |  |  |  | $T_{m}+2 T_{a}$ |
| Quadrantal | Type-1 | $\frac{1}{2}(N+1)^{2}+\frac{V}{2}(N+1)+2 N$ | 14 | 45.16\% | 21 | 1.3125 | $T_{m}+3 T_{a}$ |
|  | Type-3 |  |  |  |  |  | $T_{m}+2 T_{a}$ |
| Octagonal | Type-1 | $\frac{1}{8}(N+1+v)^{2}+\frac{1}{4}(N+1+v)+2 N$ | 9 | 29.03\% | 21 | 1.3125 | $T_{m}+3 T_{a}$ |
|  | Type-3 |  |  |  |  |  | $T_{m}+2 T_{a}$ |
| Type-1 Multimode <br> Type-3 Multimode |  | $\begin{aligned} & \frac{1}{2}(N+1)^{2}+\frac{1}{2}(N+1)+\frac{1}{8}(N+1+v)^{2} \\ & -\frac{1}{4}(N+1+v)+2 N \end{aligned}$ | 17 | 54.84\% | 2921 | 1.8125 | $T_{m}+3 T_{a}$ |
|  |  | 1.3125 |  |  |  | $T_{m}+2 T_{a}$ |  |



Figure 19. Fan filter specification.

## Table 2.

Separable denominator design.

| Filter order | Design error | \# of multipliers |
| :--- | :--- | :--- |
| $5 \times 5$ | 22.5 | 31 |
| $4 \times 4$ | 29.1 | 23 |
| $3 \times 3$ | 44.6 | 16 |

the design error is reduced. But the tradeoff is the greater number of multipliers required in the final filter structure.

As previously mentioned, for the diagonal symmetry, the denominator of the 2-D filter transfer function need not be separable. For the sake of the completeness of the structures, order $2 \times 2$ non-separable denominator filter structure possessing diagonal symmetry is shown in Fig. 22. The critical path analysis yields the delay of $T_{m}+2 T_{a}$. The number of multipliers saved compared to non-symmetric implementation [13] by direct form is six. This order $2 \times 2$ structure can be extended for a filter of


Figure 20. 3-D surface plot for separable denominator Fan filter with order $5 \times 5$.
any order. In general, the number of multipliers required in a non-separable denominator filter structure with diagonal symmetry is $N^{2}+3 N+1$. Without any symmetry, the number of multipliers required is $2 N^{2}+4 N+1$.

## IX. SUMMARY

This review article written as a dedication to the memory of Professor Alfred Fettweis gives the most recent update of the research results connected with 2-D digital filter structures possessing symmetry. The symmetries incorporated in these VLSI implementable architectures are: quadrantal, diagonal, four-fold rotational and octagonal. Cost effective multimode symmetry architectures combining the above symmetry modes of operation are presented. The error analysis of the structures and the


Figure 21. Contour plots for separable denominator Fan filter with order (a) $5 \times 5$ and (b) $3 \times 3$.


Figure 22. Degree $2 \times 2$ non-separable denominator filter structure with diagonal symmetry.
implementation aspects are also discussed. A Fan filter design with diagonal symmetry is presented in the end along with a filter structure for a 2-D transfer function with diagonal symmetry. By utilizing the generalized design procedure and using sub-networks and frameworks, the individual symmetry and multimode filter architecture for any order could be obtained.
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