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#### Abstract

In this paper, we propose a sensor fusion architecture that combines data collected by the camera and radars and utilizes radar velocity for road users' trajectory prediction in real-world driving scenarios. This architecture is multi-stage, following the detect-track-predict paradigm. In the detection stage, camera images and radar point clouds are used to detect objects in the vehicle's surroundings by adopting two object detection models. The detected objects are tracked by an online tracking method. We also design a radar association method to extract radar velocity for an object. In the prediction stage, we build a recurrent neural network to process an object's temporal sequence of positions and velocities and predict future trajectories. Experiments on the real-world autonomous driving nuScenes dataset show that the radar velocity mainly affects the center of the bounding box representing the position of an object and thus improves the prediction performance.
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## I. INTRODUCTION

Trajectory prediction or object forecasting plays a significant role in an autonomous driving system and the corresponding scenarios. By predicting where the road users may move in the future, an autonomous vehicle can plan a safe path or make the driving decision to avoid potential dangers such as collisions with vulnerable road users [1], [2]. For example, if pedestrians or cyclists cross the street, passing vehicles should slow down to prevent harmful events. Various traffic situations make it necessary to predict future positions to ensure safety. For solving the trajectory prediction problem, typical approaches [3]-[7] adopt the detect-trackpredict paradigm. Road users are first detected using sensor data such as camera images and point clouds from LiDARs or radars. The detected objects at each time-step are then tracked to produce sequences of positions used in prediction. By dividing this issue into separate stages, the framework's design is flexible as each module can focus on a single task.

On the other hand, different sensor data are often combined to give more reliable information about the dynamic environment. Sensors such as cameras, LiDARs, and radars on a selfdriving car have distinct characteristics. The cameras provide rich visual features, and the LiDARs give the 3D shapes of objects based on accurate depth information. The radars can measure objects' distance and velocity at low resolution. The complementary properties of these three sensors motivate
researchers to study sensor fusion for autonomous driving tasks, especially object detection [8]. However, research on fusion for the trajectory prediction problem is still lacking.

In this paper, we focus on the fusion between camera and radars. The objective is to investigate whether radar velocities could enhance the performance of trajectory prediction on the image plane. To this end, we design a sensor fusion architecture that combines images and point clouds to address this problem. We employ the detect-track-predict paradigm and use an independent module for each stage. First, we adopt two object detectors and merge detection results from these two models using the affirmative strategy introduced in [9] to locate objects on images. Detection for the same object are then associated between frames. The prediction module in the last stage generates a sequence of locations over a while in the future. In addition, we insert a radar association module between the tracking module and the prediction module for associating tracked objects with their radar velocities. This additional information will also be used in prediction. We evaluate our design on nuScenes [10], a dataset published for posing various autonomous driving problems. We show that radar velocity can improve prediction by comparing results between models with and without using radar velocity.

The rest of this paper is organized as follows. Related works from detection to prediction are reviewed in Section II. The proposed fusion architecture is described in Section III. Experiment results, including performance comparisons and prediction examples, are presented in Section IV, and the conclusion is given in Section V.

## II. RELATED WORKS

In this section, we introduce the researches for perception and prediction problems in autonomous driving.

## A. Deep 2D Multi-modal Object Detection

In recent research, many works have focused on multimodal object detection for autonomous driving using deep learning models. Most of the existing methods for 2D detection discuss the fusion between LiDARs and cameras. These approaches use either one-stage detectors or two-stage detectors to detect road users. For example, Asvadi et al. [11] use multiple YOLOv2 [12] models to detect vehicles using LiDAR or camera data separately and fuse detections
from these models. In [13], Regions of Interest (RoIs) are extracted from RGB images and LiDAR data and then fed into the Fast R-CNN network to detect pedestrians and cyclists. In [14], LiDAR points are downsampled and clustered to generate region proposals, which are input into a convolutional neural network to detect pedestrians. Since camera and radar data sensing modalities are complementary in human sensing, recent research have shown that combining these two sensing modalities significantly improves performance in object detection, human identity, and localization [15], [16]. [17] applies camera and radar fusion task to detect pedestrian. Previous work [18] utilizes two branches of neural networks to extract and concatenate feature maps extracted from radar and pictures. [19] proposes an object detection system based on sensor fusion that employs a camera and mmWave radar. Radar Region Proposal Network (RRPN) [20] adopts a two-stage detector structure and exploits radar points without clustering them in the region proposal stage. RRPN [20] will be utilized in our work for the detection of road users, and additional details will be presented.

## B. Multiple Object Tracking

The target of Multiple Object Tracking (MOT) is to associate objects of the same identity across consecutive frames. Most MOT approaches and architectures adopt the tracking-by-detection paradigm. Emphasizing the importance of high detection quality, Simple Online and Realtime Tracking (SORT) [21] makes use of the Kalman filter [22] and Hungarian algorithm [23] to deal with MOT. Wojke et al. [24] extends SORT by incorporating the visual appearance of tracked objects. In our work, we choose to use SORT [21] due to its speed and accuracy.

## C. Trajectory Prediction

The trajectory prediction task can be treated as a sequence-to-sequence problem, often addressed by the encoder-decoder architecture built with the recurrent neural network (RNN) or its variants. The encoder-decoder architecture was previously proposed for Natural Language Processing (NLP) tasks such as machine translation [25]-[27]. The encoder encodes the input sequence into a state vector, which is then decoded by the decoder to produce the output sequence. This architecture has also been used for trajectory prediction afterward [3]-[7]. Among these works, most use an RNN variant called Long Short-Term Memory (LSTM) to process sequential data. Park et al. [4] used an LSTM encoder-decoder and applied the beam-search algorithm to produce the most probable future trajectories of surrounding vehicles. In [6], a convolutional social pooling layer is proposed to maintain spatial information and learn vehicle interactions from the outputs of the LSTM encoder. An LSTM decoder is then used to predict vehicle motion. On the other hand, the predicted trajectories can be represented in many forms, such as on the occupancy grid map (OGM), which uses the grid index to indicate a location. Another form is to place the predictions on the first-person footage or on-board camera images. This representation is


Fig. 1: Proposed system model architecture.
used in Spatio-Temporal Encoder-Decoder (STED) [7]. STED [7] computes the optical flow for motion feature extraction using FlowNet2 [28] and utilizes these features in the encoderdecoder for trajectory prediction. Our work follows the problem formulation presented in [7] and adopts the encoderdecoder model architecture [7], [27] for trajectory prediction. As a result, we will compare the performances of our system model and STED [7] later in the experiment. In summary, our work builds on previous research to explore the effect of radar data on the performance of trajectory prediction.

## III. System Model

In this section, we present our architecture for sensor fusion between camera and radars mounted on a moving vehicle. Given a sequence of $m$ video frames $F=F_{t-m+1}, \ldots, F_{t}$ and $m$ radar point clouds $R=R_{t-m+1}, \ldots, R_{t}$ in the past one second, our goal is to detect the surrounding objects in these frames and predict their future locations for the next two seconds. The proposed system model architecture includes three main phases: object detection phase, tracking phase, and prediction phase, as shown in Fig. 1. In the following, we will describe these three phases in details.

## A. Object Detection

The first stage for future bounding box prediction is to know what objects are in the surroundings at each timestep. To handle a variety of scenarios, we use two object detectors: YOLOv4 [29] and RRPN [20]. RRPN is a proposal generator with Fast R-CNN [30]. Then we combine these detection results by applying Non-Maximum Suppression (NMS).

1) YOLOv4: One of the object detectors we use in the architecture is YOLOv4. YOLOv4 is a high-accuracy, onestage object detection network which is fast and suitable for real-time applications such as self-driving cars. The network architecture of YOLOv4 is composed of three parts: backbone, neck, and head. The input is an image. The backbone is responsible for extracting levels of features from the input image. The additional layers between the backbone and the head are called the neck. These layers are used to combine the feature maps of different layers in the backbone and can
be used to detect objects at different scales. The head part is then applied to predict bounding boxes. In the training stage, we use pre-trained weights for the convolutional layers of the YOLOv4 network and further train the model on the nuScenes dataset [10]. In order to obtain higher precision, the network resolution is increased to 608 by 608 .

After training, we apply the model to each frame in $F$. The frame at timestep $t$ is denoted as $F_{t}$. For each timestep $t$, the model takes $F_{t}$ as input and performs object detection on it to output a set of detected objects $D_{t}^{Y}$. Each bounding box in $D_{t}^{Y}$ is denoted as ( $x, y, w, h$, class, con $f$ ) where $x$ and $y$ are the coordinates of the center, $w$ and $h$ are the width and the height of the bounding box, respectively, class is the class of the object, and conf is the confidence of the prediction. Our customized YOLOv4 model is trained to detect objects for the following categories: pedestrian, bicycle, car, and motorcycle.
2) Proposals Generator and Fast $R-C N N$ : The second object detector used in our work is RRPN [20] that emphasizes parts of the image where radar detections exist. The main idea of this module is to perform object detection with radar information. RRPN [20] has two components: a proposals generator and a detection network. The proposals generator is an object proposal method based on radar detections. The detection network, Fast R-CNN, is a two-stage object detection algorithm that first uses some techniques to generate several candidate object regions and then classifies these regions and refines their scales and positions using a convolutional neural network. In RRPN, the radar-based proposals generator is used to generate these regions instead of using the computationally expensive and time-consuming Selective Search algorithm [31] originally adopted in Fast R-CNN. More details about these components are described below.

Proposals Generator This component takes a radar point cloud $R_{t}$ and multiple anchor boxes as input and outputs a set of proposals corresponding to the frame $F_{t}$ for each timestep $t$. A radar point cloud is a set of radar points. Each radar point is expressed as $\left(x_{\text {raw }}, y_{\text {raw }}, z_{\text {raw }}, v_{\text {raw }}\right)$, representing the raw 3D coordinates and the velocity in radar coordinate system. The anchor boxes introduced in Faster R-CNN [32] are a set of pre-defined rectangular regions with different sizes and aspect ratios. Following [20], we use four sizes and three aspect ratios, resulting in a total of twelve different anchor boxes. To locate the region proposals, first, we map each raw radar point in $R_{t}$ from the sensor coordinate system to the image coordinate system using the translation and rotation matrices. Each mapped radar point is in the format $(x, y, d)$, where $(x, y)$ is the coordinate on the image plane and $d$ is the depth. Second, each mapped point serves as the center of the twelve anchor boxes so that a set of regions is determined. Lastly, these regions are scaled based on the depth of the radar point to get final object proposals.
Fast R-CNN Fast R-CNN takes the frame $F_{t}$ and the object proposals for this frame as input. It first produces feature maps for the whole image, and the pre-computed proposals are projected onto the feature maps to get the mapped RoIs. An RoI pooling layer is then applied to unify the dimension of
these mapped RoIs. Finally, a fully connected network is used to generate the results, with a pair of output layers: one for object classification and the other for bounding box regression. For the frame $F_{t}$, we obtain a set of detections $D_{t}^{R}$.
3) Non-Maximum Suppression: A vehicle or a pedestrian may be detected by both YOLOv4 and RRPN, which can result in too many unnecessary bounding boxes. Therefore, we use the NMS algorithm to remove redundant bounding boxes after obtaining the detections, $D_{t}^{Y}$ and $D_{t}^{R}$, from the two detectors. NMS is a post-processing method that decides which detections to keep based on a threshold value, iou_thresh. In this work, we set iou_thresh to 0.5 . NMS operates as follows:
Step 1: Make two sets: the union of two detection sets, $D_{t}^{Y}$ and $D_{t}^{R}$, denoted as $D_{t}^{U}$, and the final detection set denoted as $D_{t}^{F}$. $D_{t}^{F}$ is initialized to an empty set.
Step 2: Select the bounding box with the highest confidence score from the set $D_{t}^{U}$ and add it to $D_{t}^{F}$.
Step 3: Calculate the Intersection over Union (IOU) between every other bounding box of the same class in $D_{t}^{U}$ and this best box. If the IOU is greater than iou_thresh, the box is removed from $D_{t}^{U}$.
Step 4: Remove the best bounding box from $D_{t}^{U}$.
Steps 2, 3, and 4 are repeated until $D_{t}^{U}$ becomes empty. NMS is applied to $\left(D_{t}^{Y} \cup D_{t}^{R}\right)$ and outputs the set of final detections, $D_{t}^{F}$, in the frame $F_{t}$ for each timestep $t$.

## B. Tracking

To predict the future locations of an object, we need to know the sequence of past positions of this object first, which means that we need a tracker to identify which bounding box belongs to the same object across all frames. For this purpose, we use the SORT algorithm [21].

After detecting objects for each frame in $F$, we obtain a sequence of $m$ sets of detections $D^{F}=D_{t-m+1}^{F}, \ldots, D_{t}^{F}$. Note that we do not specify the number of detected objects in each $D_{t}^{F}$ at timestep $t$ since this number may vary from frame to frame. The sequence $D^{F}$ is then fed into SORT for object tracking.

In the following, we describe how we use SORT:
Step 1: Use a tracker to keep track of an individual object. The tracker keeps a record of the past bounding boxes of its tracked object.
Step 2: Estimate the positions in the current frame of the existing tracked objects based on past trajectories.
Step 3: Measure the IOU between each detection and all estimations of the current frame. Assign the detection to the existing trackers by maximizing the total IOU.
Step 4: Update the tracker by adding the assigned detection to it.
Step 5: Create a new tracker and a new identity for detection not assigned to any existing tracker.
Step 6: Repeat steps 2 to 5 m times for all detection in $D^{F}$ to get the tracking result.
Finally, we get a list of tracked objects with varying lengths of bounding box history as there may be objects
leaving the image in earlier frames or entering in later frames. For sub-sequent predictions, we discard tracks shorter than $m$. The remaining tracks are denoted as $O^{1}, O^{2}, \ldots, O^{I}$ where $I$ is the number of fully tracked objects. $O^{i}=$ $O_{t-m+1}^{i}, O_{t-m+2}^{i}, \ldots, O_{t}^{i}$ is the sequence of the observations of object $i$ in the past $m$ frames where $O_{t}^{i}=\left(x_{t}^{i}, y_{t}^{i}, w_{t}^{i}, h_{t}^{i}\right)$ represents the bounding box of object $i$ at timestep $t$.

## C. Radar Association

Following the tracking phase, we add the radar association module. This module aims at using instantaneous velocity data of radar points to help prediction. To associate the radar points with the detected objects, first, the radar points are projected onto the image plane using the same matrices mentioned in Section III-A2. In addition, we also transform the velocity of each point. After obtaining the image coordinates of each radar point, we choose the one inside the bounding box and consider it the radar detection of the object. If there are multiple points inside the box, we select the one with minimum depth. Having the radar detection for an object, we then take its velocity as the extra feature for prediction.

For each bounding box of each tracked object $i$ at each timestep $t$, we use the above procedures to find the radar detection and concatenate the velocity to the corresponding $O_{t}^{i}$. Therefore, for each object $i$, we have another sequence of information, which we denote by $B^{i}$, about it. $B^{i}=B_{t-m+1}^{i}, B_{t-m+2}^{i}, \ldots, B_{t}^{i}$ is the sequence of combinations of the position and velocity. Each $B_{t}^{i}$ has the format $\left(x_{t}^{i}, y_{t}^{i}, w_{t}^{i}, h_{t}^{i}, v_{t}^{i}\right)$, where $v_{t}^{i}$ is the velocity of object $i$ at timestep $t$. Finally, each $B^{i}$ is used as input to the prediction model.

## D. Prediction

In this stage, we employ an encoder-decoder architecture [7], [27] based on Gated Recurrent Unit (GRU) [26], [27], a variant of recurrent neural network, to predict future $n$ bounding boxes using the past $m$ (boundingbox, velocity) pairs of an object. In this work, $m$ and $n$ are set to 12 and 24 , respectively, corresponding to one second and two seconds. Fig. 2 shows the internal prediction model architecture. The encoder and the decoder are trained end-to-end using Smooth L1 as the loss function. The major difference between the model architectures in Fig. 2 and [7] is that the convolutional neural network for optical flow is excluded in Fig. 2.

1) Encoder GRU: The encoder, which is constructed by multiple GRU cells, is responsible for giving a summary of past information about a single object in the form of a fixedlength feature vector. For each past timestep $t$, the GRU cell takes $B_{t}^{i}$ along with previous hidden state $h_{t-1}^{e}$ as input and uses these data to update the 256 -dimensional hidden state vector, which is passed down to the next time-step. After processing every element in the sequence $B^{i}$, the encoder outputs the hidden state at the last time-step $h_{t}^{e}$. This state vector is then passed to the decoder.


Fig. 2: Internal prediction model architecture.
2) Decoder GRU and Fully Connected Layer: Having the vector representation of the encoded position and velocity history of an object, we use a decoder to generate the sequence of predictions. The decoder consists of $n$ pairs of the GRU cell and the fully connected layer. For each future time-step $t^{\prime}$, the state vector $h_{t}^{e}$ and the previous hidden state $h_{t^{\prime}-1}^{d}$ are fed into the GRU cell to produce the current hidden state $h_{t^{\prime}}^{d}$. The fully connected layer then takes this state vector as input and outputs a 4-dimensional bounding box prediction ( $\triangle X_{t^{\prime}}, \triangle Y_{t^{\prime}}, \triangle W_{t^{\prime}}, \triangle H_{t^{\prime}}$ ), representing the horizontal and vertical pixel offsets of the center, and the change in width and height of the predicted bounding box on the image plane. Each pair outputs the prediction for a single future timestep. Ultimately, we get $n$ predictions for the future two seconds.

## IV. EXPERIMENTAL RESULTS

## A. Dataset

We use nuScenes [10], a public autonomous driving dataset, to evaluate our system model. The nuScenes dataset provides hundreds of driving scenes captured by various sensors such as LiDAR, camera, and radar in cities with heavy traffic. Each scene is twenty seconds long. The vehicle used to collect data is equipped with six cameras and five radars. In our experiment, data from one front camera and three front radars [33] are fused as there is an overlap between the Field of Views (FOVs) of each radar and the front camera. The capture frequency of the camera is 12 Hz while that of the radar is 13 Hz . As the bounding box predictions are on video frames, we select the radar sweep of each of these three radars closest to the time each video frame was captured to synchronize data from different sensors for a single timestep.

We split the dataset into training and test sets with an 8:2 ratio based on the number of scenes. Because we use past onesecond sensor data to make future two-second predictions, we need to ensure that an object is visible at least for 3 seconds for prediction performance evaluation. Thus, we further find out the samples that meet the requirements in each scene. Finally, we have a total of 764,825 samples in the dataset.

## B. Metrics

For evaluating the performance of bounding box predictions for a single object, we use four metrics: Average/Final


Fig. 3: Mean IOU Change.
Displacement Error (ADE/FDE) and Average/Final Intersection over Union (AIOU/FIOU). DE measures the Euclidean distance between the two centers of the predicted bounding box and the ground truth bounding box. On the other hand, IOU measures the overlapping degree between two bounding boxes. Equations (1), (2), (3), (4) shows how these metrics are calculated.

$$
\begin{gather*}
A D E=\frac{1}{n} \sum_{t^{\prime}=t+1}^{t+n}\left\|c_{t^{\prime}}-\hat{c}_{t^{\prime}}\right\|^{2}  \tag{1}\\
F D E=\left\|c_{t+n}-\hat{c}_{t+n}\right\|^{2}  \tag{2}\\
A I O U=\frac{1}{n} \sum_{t^{\prime}=t+1}^{t+n} \frac{\operatorname{Area}\left(p_{t^{\prime}} \cap \hat{p}_{t^{\prime}}\right)}{\operatorname{Area}\left(p_{t^{\prime}} \cup \hat{p}_{t^{\prime}}\right)}  \tag{3}\\
\text { FIOU }=\frac{\operatorname{Area}\left(p_{t+n} \cap \hat{p}_{t+n}\right)}{\operatorname{Area}\left(p_{t+n} \cup \hat{p}_{t+n}\right)} \tag{4}
\end{gather*}
$$

whereas, $c_{t^{\prime}}$ is the center of the predicted bounding box $p_{t^{\prime}}$ and $\hat{c}_{t^{\prime}}$ is the center of the ground truth bounding box $\hat{p}_{t^{\prime}}$ at time-step $t^{\prime}$. These metrics are calculated for the objects whose $m$ detected bounding boxes are all true positives. We do not take detection that is false positive or false negative into account when calculating these metrics as there are no ground truth data for the former and no past positions of the latter.

## C. Baseline

We take the Constant Shift-Constant Scale (CS \& CS) model as the baseline model. In trajectory prediction literature [7], [34], [35], this model is a widely-used baseline method that assumes that the bounding box of an object moves with uniform box velocity on the image plane and does not change its width and height over time. In this work, the box velocity is computed by taking the last two detected positions of the object. Then we can use this velocity to locate the bounding box for each future time-step.

TABLE I: Mean performance of nuScenes test data.

| Model | Radar Velocity | AIOU $\nearrow$ | FIOU $\nearrow$ | ADE $\swarrow$ | FDE $\swarrow$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| CS \& CS | - | 52.0 | 31.3 | 46.6 | 96.3 |
| STED [7] | - | 61.0 | 41.8 | 37.5 | 77.5 |
| Our model | $x$ | 61.4 | 43.5 | 38.0 | 78.4 |
| Our model | $\checkmark$ | 62.3 | 45.3 | 36.5 | 74.1 |

## D. Results

To evaluate the effectiveness of our proposed system model in Fig. 1 and the impact of radar velocities, we compare STED [7] and our system model without using velocity data in addition to the CS \& CS model. Table I shows the mean performance of our test data. AIOU and FIOU are given in percentage, while ADE and FDE are given in pixels. $\nearrow$ indicates that the higher the value, the better the model's performance. Otherwise, $\swarrow$ indicates that the lower the value, the better the model's performance. Our model with velocities yields the best performance across all metrics, showing that the radar velocity is effective for the predictions. However, the IOU metrics do not improve so much as the radar velocities do not help predict the width and height changes of the bounding boxes. We also present mean IOU and mean DE during future two seconds. Fig. 3 and 4 show the comparisons between the four models. Using radar velocities, our model keeps the best IOU and DE for almost all time-steps.

Fig. 5 shows some examples of the prediction results. Each row is a sample from the test set. The first column visualizes the trajectory of the center of the predicted bounding box from 0 to 2 seconds in the future. The second and third columns display the predicted bounding boxes at future 1 s and 2 s , respectively. Our model with radar velocity works well at both night and day.

## V. CONCLUSION AND FUTURE WORKS

In this work, we propose a system model architecture fusing different sensor data including radar point clouds and camera images for object forecasting in autonomous driving. We adopt


Fig. 4: Mean Displacement Error Change.


Fig. 5: Bounding box predictions examples. Different models are represented using different colors: ground truth (green), CS\&CS (yellow), STED (purple), without radar velocity (red), and with radar velocity (blue).
two object detection models and a tracking algorithm to build the sequence of past positions of the road users. To use radar velocity to assist in forecasting, we propose a radar association method that finds the radar measurement for an object. Based on the encoder-decoder architecture, we can predict object positions for two seconds in the future. The experiment results on the nuScenes dataset show that the performance of trajectory prediction becomes better by adding radar velocities. In the future, we may explore the proposed system model's performance and limitation on other public datasets.
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