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Abstract—In this work, a multiple stopping criteria and high-
precision empirical mode decomposition (EMD) hardware 
architecture implementation is proposed for Hilbert-Huang 
transform (HHT) in biomedical signal processing. The proposed 
architecture can support multiple stopping criteria including the 
constant criteria, the SD criteria and the ratio criteria. The 38-bit 
floating point precision is adopted in this work to support 10 IMF 
components with enough accuracy. The off-chip memory 
architecture is adopted to increase the processing capacity. By 
the pipelined cubic spline coefficient unit (PCSCU), the 
computation time can be reduced. The proposed EMD hardware 
architecture is implemented in TSMC 90 nm CMOS process with 
the core area of 4.47 mm2 at the operating frequency of 40 MHz. 
The post-layout simulation result shows that our work with the 
constant criterion can speed up the performance 50.4 times 
compared to the software computation on a single core of 
ARM11 for 2K data size breathing signals. 

I. INTRODUCTION 
The analytic method of Hilbert-Huang transform (HHT) is 

firstly proposed by Huang et al. [1] for the non-linear and non-
stationary signal processing. Recently, HHT has been further 
involved in the biomedical signal processing [2]-[9] for EEG 
analysis [2], [4], [9], EKG analysis [3], [5]-[6], breathing signal 
analysis [6], biological sound analysis [7] and ultrasound signal 
analysis [8]. Since most biomedical signals have non-linear and 
non-stationary property, HHT becomes favorable in biomedical 
signal processing and can provide different information 
compared to the conventional analysis methods including fast 
Fourier transform (FFT) or discrete wavelet transform (DWT). 

The HHT analysis includes two parts: empirical mode 
decomposition (EMD) and Hilbert transform (HT). EMD is 
used to decompose the original signals into several components 
with individual range of frequency called intrinsic mode 
function (IMF) and the residue component. Although HHT is 
useful in many aspects, the EMD processing in HHT has high 
computational complexity and therefore leads to long 
computation time. In [3]-[9], several EMD implementations 
with the field programmable gate array (FPGA) approach or 
the application specific integrated circuit (ASIC) approach 
have been proposed and show better EMD acceleration 
performance. However, these implementations do not provide 

multiple stopping criteria for different applications. Besides, 
the processing capability up to 10 IMF components is not 
provided for the state-of-the-art EMD implementations with 
the ASIC approach. Thus, we are motivated to propose an 
ASIC-based EMD implementation with multiple stopping 
criteria and 10 IMF components in this work [10]. 

The rest of the paper is organized as follows. The EMD 
algorithm is briefly reviewed in Section II. Section III 
describes the proposed EMD architecture. In Section IV, we 
show the simulation and comparison results. Last, the 
conclusion is remarked in Section V. 

II. BRIEF REVIEW OF EMD ALGORITHM 

A. Empirical Mode Decomposition 
The EMD proposed by Huang et al. [1] aims to analyze and 

explore the non-linear and non-stationary signals in the HHT. 
Through the EMD algorithm, the raw data x(t) can be 
decomposed into the IMF components and the residue 
component. The steps of the EMD algorithm are summarized 
as follows. 

Step 1: Let input(t) = x(t). 
Step 2: Find   local   extrema   of  input(t)  and  use  the  cubic  

spline  method  [11]  to  generate the  upper envelope 
U(t) and the lower envelope L(t) with the local extrema. 

Step 3: Compute the mean value m(t) of U(t) and L(t). 
)]/2()([)( tLtUtm  (1) 

Step 4: Subtract  m(t)  from  hi,(k-1)(t)  to  generate  the  IMF 
candidate hi,k(t). 

)()()( 1)-( tmthth k,ik,i , where )()(11 txth , . (2) 
Step 5: If the stopping criterion is not satisfied, let input(t) = 

hi,k(t) and repeat Step 2~Step 5. Otherwise, go to Step 
6.  

Step 6: Let IMF ci(t) = hi,k(t) and compute the residue ri(t) 
from ri-1(t) and ci(t). 

)()()( 1 tctrtr iii , where )()(0 txtr . (3)              
Step 7: Let input(t) = ri(t) and repeat Step 2~Step 7 to find the 

next IMF component. 

B. Cubic Spline Theory 
In this subsection, the cubic spline theory is briefly 

reviewed, where the concept and notations are based on [11]. 
In the EMD algorithm, the third order polynomial s(t) has to be 
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calculated through cubic spline method to obtain the upper 
envelope of a set of local maxima, y0, y1, …, yn-1, with the  
corresponding time indices t0, t1, …, tn-1. The time intervals 
between n maxima are interpolated. In the same way, the lower 
envelope of the local minima is obtained by a set of local 
minima. The cubic polynomial equation s(t) is represented as 

1 and 210for )()( iii ttt, ..., n-, itsts  (4) 

where si(t) denotes the piecewise cubic polynomial equation 
and is represented as 

32 )()()()( iiiiiiii ttdttcttbats  (5) 

where ai, bi, ci and di denote the unknown coefficients. In 
addition, the following equations should be satisfied to ensure 
the continuities of s , s  and s . 
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Beside the above equations, the endpoint condition is required 
to solve the unknown coefficients. In this work, the not-a-knot 
condition is adopted as the endpoint condition. 
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Thus, all equations can be represented by the linear system in 
(9), where hi = ti+1-ti  and mi = 2ci. 

(9) 

Consequently, the unknown coefficients of the linear system 
can be solved by Gaussian elimination. 

C. Stopping Criteria of EMD 
The EMD algorithm is based on the sifting process to 

decompose the signals into IMF components. Therefore, the 
stopping criterion is crucial since the physical meaning of the 
component should be retained to avoid over-decomposing in 
the sifting process. In general, different applications require 
different stopping criteria due to the signal disparity. 
Therefore, the following three stopping criteria are adopted in 
this work for flexibility. First, the constant criterion [12]-[13] 
sets a constant iteration number for the sifting process. Second, 
the SD criterion in [14] using the SD value defined in (10). 
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If the SD value is smaller than the pre-defined parameter, the 
iteration will be stopped. Finally, the ratio criterion [15] aims 
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Fig. 1. Proposed EMD architecture. 

to guarantee global small amplitude of the mean value. The 
ratio function ratio(t) is defined in (11). 

)()(
)()()(

tLtU
tLtUtratio  (11)  

The amounts of the ratio(t) is used to control the iteration in 
the EMD algorithm with ratio(t)< 1 for the specific 
percentage p of all the data set and the other ratio(t)< 2 for the 
remaining 1-p of the dataset. 

III. EMD HARDWARE ARCHITECTURE 
In this section, the proposed EMD hardware architecture as 

shown in Fig. 1 with the multiple stopping criteria judgment 
unit (MSCJU), 38-bit floating-point format, off-chip memory 
[6] and pipelined cubic spline coefficient unit (PCSCU) is 
presented. The units of the proposed EMD architecture 
includes the upper envelope unit (UEU), the lower envelope 
unit (LEU), the mean and residue unit (MRU), MSCJU, the 
off-chip memory data controller (OCMDC), the data 
synchronization controller (DSC), and the FIFOs.  

The extrema FIFOs store the extrema indices and values. 
The coefficient FIFOs are used to keep the cubic spline 
coefficients for the cubic spline interpolation. If the PCSCU is 
idle and the extrema FIFO is not empty, the PCSCU will be 
driven to generate the available cubic spline coefficients for the 
interpolation procedure. Due to the asynchronous processing of 
UEU and LEU, the data inputs of UEU and LEU are controlled 
by DSC to ensure that the mean value is computed properly 
and all internal FIFOs has no overflow and underflow. The 
outputs of UEU and LEU are saved in the envelope data FIFO. 
Then, the mean value will be calculated by MRU and saved at 
the off-chip memory until the envelope data FIFO is empty. 
After the computation of mean value, the IMF candidate hi,k(t) 
will be calculated by MRU using the mean value and the 
previous IMF candidate hi,(k-1)(t) stored in the off-chip memory.  

The overlapped window concept [2], [4] is adopted to 
decrease the window length such that the computation effort in 
hardware can be reduced. The proposed EMD architecture 
supports multiple stopping criteria including the constant 
criterion, the SD criterion and the ratio criterion. During the 
iteration of the EMD computation, the MSCJU as shown in Fig. 
2 will determine whether the iteration should be terminated 
according to stopping criterion selected by the user. For the 
constant criteria, if constant_result reaches ten, the criteria 
matching unit will stop the iteration. For the SD criteria, if 
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Fig. 2. Block diagram of the multiple stopping criteria judgment unit (MSCJU). 
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Fig. 3. Block diagram of the pipelined cubic spline coefficient unit (PCSCU). 
 

SD_result satisfies the user defined parameter, the criteria 
matching unit will stop the iteration. For the ratio criteria, if 
ratio_result1 is satisfied for the percentage p of all the data set 
and the other ratio_result2 for the remaining 1-p of the dataset, 
the criteria matching unit will stop the iteration. The divider in 
Fig. 2 can be shared by the SD criterion and the ratio criterion. 
In [7], the 40-bit free-form fixed-point binary word is used to 
preserve the precision. In this work, in order to support 10 IMF 
components for the EMD computation, the self-defined 38-bit 
floating-point format with the sign bit, the 7-bit exponent, and 
the 30-bit fraction is utilized in the EMD architecture to ensure 
the computation accuracy.  

In this work, the zero-bus turnaround (ZBT) SRAMs [16] 
with single port controller is used for the off-chip memory. By 
adopting the off-chip memory architecture for EMD, the 
restriction of on-chip memory size can be avoided and the 
processing capacity can be improved. Note that the off-chip 
memory architecture is usually supported in the FPGA 
platform. That means the proposed EMD architecture can be 
compatible with the FPGA approach. 

To improve the speed, the upper and lower envelopes are 
computed in parallel by adopting dual envelope units [4], [8]-[9] 
to further speed up the EMD computation. In the envelope 
units, the PCSCU in Fig. 3 is utilized to accelerate the 
calculation of the cubic spline coefficients. PCSCU contains 
four stages: input processing stage (IPS), forward operation 
stage (FOS), backward operation stage (BOS), and coefficient 
output stage (COS). Each stage requires 45 cycles to finish the 
corresponding computation for (9). 

IV. COMPARISON RESULTS AND CHIP IMPLEMENTATION 

A. Functional Simulation Results 
In this subsection, the register-transfer level (RTL) and 

software simulations are performed using the real 60-second 
breathing signal with the sampling rate of 1000 Hz. The input 
data size is 1000×60=60000=60K. Through the simulation, the 
function and precision of the proposed hardware EMD can be 
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Fig. 4. NRMSD results of the IMF components with different stopping criteria. 
Fig. 6. Proposed EMD implementation layout without I/O pad. 
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Fig. 5. Comparison results of the IMF components with the constant criterion. 
 
validated by comparing the RTL and software simulation 
results in terms of the normalized root mean squared deviation 
(NRMSD) defined in [2]. We refer to the MATLAB code [13] 
to write C code for the software simulation. In the simulation, 
the parameters of the stopping criteria are listed as follows. The 
iteration number is set to 10 for the constant criterion. The 
threshold is set to 0.0003 for the SD criterion. For the ratio 
criterion, 1 , 2 10 1, and p 95% are set. Note that the 
software simulation is executed on single core with double 
precision of the ARM11 MPcore platform, where the default 
CPU clock frequency is 210 MHz. Fig. 4 shows the NRMSD 
results with all three stopping criteria. The maximum NRMSD 
values with the constant criterion, the SD criterion, and the 
ratio criterion are 2.83%, 5.42%, and 0.6%, respectively. Fig. 5 
shows the comparison results of 10 IMF components and the 
residue component for the breathing signal with constant 
criterion. According to the simulation, the proposed EMD 
design can achieve acceptable NRMSD performance among 10 
IMF components with different stopping criteria. Therefore, 
the function and precision of the hardware EMD can be 
validated. 

B. Chip Implementation 
The cell-based design flow in TSMC 90 nm CMOS process 

is adopted for the chip implementation, where the power 
supply voltage is 1.0 V. Synopsys Design Compiler is 
employed to synthesize the RTL design with the constraint of 
25 ns. Cadence SOC Encounter is used for the place and route 
procedure. The layout of the proposed EMD architecture is 
shown in Fig. 6, where the core area is 4.47 mm2. 
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TABLE I: COMPARISON RESULTS AMONG THE STATE-OF-THE-ART EMD IMPLEMENTATIONS 
Reference BMEI’10 [3] BioCAS’11 [4] TIE’11 [5] ASP-DAC’12 [6] BioCAS’12 [7] TIM’12 [8] TCASII’13 [9] This Work 

Application EKG EEG EKG EKG/breathing 
signal 

Biological 
sound 

Ultrasonic 
signal EEG Breathing signal 

Sampling Rate N/A 256 Hz 360 Hz 250 Hz/100 Hz 11.025 KHz 12.5 MHz 256 Hz 1000 Hz 
Operation Frequency 100 MHz 522.24 KHz 50 MHz N/A 62.5 MHz 12.5 MHz 50 MHz 40 MHz 

Latency/Computation 
Time 

63.833 ms  
(512 data) 

700 ms for IMF1, 
2000 ms for 

IMF1~IMF2, 
4700 ms for 
IMF1~IMF3 

2780 ms  
(1K data) N/A N/A 0.1 ms  

(1K data) 

0.16 ms for 
IMF1~IMF3, 
0.27 ms for 

IMF1~IMF5 

11.494 ms 
 (2K data) 

Number of IMF 
components N/A 5 N/A 4 (at least) 8 2 5 10 

Support of Multiple  
Stopping Criteria  No No No No No No No Yes (3 Stopping 

Criteria) 
Implementation 
Approach FPGA ASIC DSP+FPGA ARM+FPGA FPGA FPGA ASIC ASIC 

Process Technology N/A UMC 90 nm 
CMOS N/A N/A N/A N/A TSMC 90 nm 

CMOS 
TSMC 90 nm 

CMOS 
Core Area N/A 1.02 mm2 N/A N/A N/A N/A 0.47 mm2 4.47 mm2 
Power Dissipation N/A 57.3  N/A N/A N/A N/A 13.6 mW 61.6 mW 

 

C. Comparison Results 
Since the post-layout simulation is too time consuming for 

60K data size, the chip implementation described in the 
previous subsection is validated by the post-layout simulation 
for 2K data size breathing signal with the constant criterion. 
The power consumption is 61.6 mW. According to the post-
layout simulation result, the computation time of the proposed 
EMD implementation is 11.494 ms for IMF1~IMF10. The 
proposed EMD hardware implementation can speed up the 
EMD computation 50.4 times with 2K data size compared to 
the software approach on single core of the ARM11 MPcore 
platform. Table I summarizes the comparison results among 
the state-of-the-art EMD implementations [3]-[9] in terms of 
the algorithm, application, sampling rate, operation frequency, 
computation time, number of IMF components, support of 
multiple stopping criteria, implementation approach, process 
technology, core area and power dissipation. In summary, 
compared to this work, none of the state-of-the-art EMD 
architecture implementations provide multiple stopping criteria 
as well as the processing capability for 10 IMF components 
with the ASIC approach. Although this work has the largest 
core area and power dissipation among the EMD 
implementations due to high precision, this EMD architecture 
can provide multiple stopping criteria and 10 IMF components 
for more flexibility and capability, respectively, compared to 
other EMD implementations in Table I. On the other hand, the 
off-chip memory architecture enables this work to process 
large data size on the hardware. 

V. CONCLUSION 
In this work, the proposed EMD architecture with multiple 

stopping criteria and 38-bit floating-point precision can support 
the flexibility and 10 IMF components, respectively. In 
addition, the off-chip memory architecture utilized in this work 
enables the large data processing capability. By adopting 
PCSCU of the dual envelope units, the computation time can 
be reduced. From the RTL simulation results for 60K breathing 
signals with multiple stopping criteria and the post-layout 
simulation result for 2K data size breathing signals with the 
constant criterion, the proposed EMD architecture can achieve 
what we expect. 
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